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## INTRODUCTION

The study of wave and vibration phenomena in elastic solids has a distinguished history of more than hundred years. Some pioneer workers in the field of wave propagation in elastic medium and vibrating bodies are Cauchy, Rayleigh, Love, Poisson, Ostrogadsky, Green, Lame, Stokes, Kelvin.

Seismology has made a tremendous progress. during the last three decades, mainly because of the technological developments, which have enabled seismologist to make measurements with far greater precision and sophistication than was previously possible.

Here, some of the major progress in the field of wave propagation are given in chronological order.

1678 : Robert Hooke (England) established the stress-strain relation for elastic bodies.

1821 : Louis Nevier (France) derived the differential equations of the theory of elasticity.

1822 : Cauchy developed most of the aspects of the pure theory of elasticity including the dynamical equations of motion for a solid.

1828 : Simeo-Denis Poisson (France) predicted theoretically the existance of longitudinal and tranverse elastic waves.

1849 :

1857 :

1862 :

1872 :

1883 :

1883 :

1885 : C. Somigliana (Italy) produced formal solutions to Navier equations for a wide class of sources and boundary conditions.

1887 : Lord Rayleigh (England) predicted the existance of elastic surface waves.

1899 : C. G. Knott (England) derived the general equations for the reflection and refraction of plane seismic waves at plane boundaries.

1903 :

1904 : Horance Lamb (England) made the first investigation of pulse propagation in a semi-infinite solid.

1911: Love developed the theory of waves in a thin layer overlying a solid and showed that such waves accounted for certain anomalies in seismogram records.

1949 : Devies published an extensive theoretical and experimental study on waves in bars.

1959 : Ari Ben-Menahem (Israe1) discovered that the energy release in earthquakes takes place through a propagating rupture over the causative fault.

1967 : Global seismicity patterns and earthquake generation linked to plate motions.

During the first two decades of this century the subject was not given so much importance by Mathematicians or Physicists. But later, interest in the study of waves in elastic solids attracted the attention of the researchers because of applications in the field of geophysics and engineering constructions. Since that time in seismology the wave propagation has remained an interesting area because of the need for details information on earthquake phenomena, prospecting techniques and the detection of nuclear explosions. Bullen [1963], Ewing et al [1957], Cagniard [1962], Pilant [1979] and Aki and Richards [1980] have discussed about seismic waves in their books.

During last 30-40 years the development of theory of wave propagation in elasticity has been characterized by a detailed investigation of the classical methods of mathematical analysis and
the trends to obtain specific results. The solution of many of the problems in elastodynamics, which are frequently encountered in practice need advance level of mathematical technique, which may roughly be grouped into the following categories:
(a) Theory of analytic function
(b) The Fredholm integral equation
(c) The singular integral equation
(d) Integral transforms and Representations
(e) Dual integral and series equations
(f) Harmonic function. Potential theory
(g) The Drichlet and Neumann problems
(h) Green's functions
(i) The Cauchy problem
(j) Cagniard-deHoop technique
(k) Wiener - Hopf technique
(1) Riemann - Hilbert problem
(m) The method of Matched Asymptotic expansions
(n) Perturbation technique
(o) Variational method, The Ritz method
(p) The method of finite element
(a) The method of boundary element
and others.
While earlier investigation in the theory of elasticity was essentialiy reduced to the construction of particular solution; the
invention of computer technology has led to the development of general and quite universal methods of solving the problems of this theory, namely, the boundary value problems and initial boundary value problems for systems of differential equations having partial derivatives of a definite structure.

Most of the experimental works carried out on the wave propagation are concerned with studying propagation in specimens of comparatively simple geometrical shape. The results of this experiment could be compared directly with exact or approximate theoretical predictions. The agreement, with experimental results and theoretical predictions, inspires confidence in taking up complicated problems and makes possible theoretical predictions and interpretations of observations.

The propagation of waves through homogeneous isotropic elastic materials of unbounded extension is not a subject of very complexity. The waves are either dilatiational or distortional or a combination there of. The picture changes radically as soon as there is a boundary. Interaction of two types of waves occurs, when boundary is present and this interaction presents an inherent difficulty in the solution of elastodynamic problems.

More over the effect of a free surface on the generation and propagation of waves in elastic medium has been the subject of many investigations ever since the discovery of existance of surface waves by LORD RAYLEIGH.

In general, problems which mostly attract the researchers both theoretical and experimental, in relation to the generation and propagation of waves in an elastic medium may be classified as follows;
(i) diffraction of propagating waves through the medium due to any obstacle, cavity or a crack of any shape situated some where in the medium;
(ii) reflection, refraction and diffraction of propagating waves due to mixed boundary conditions;
(iii) wave motion generated due to a punch on some bounded region of the medium;
(iv) radiation of waves i.e. the wave motions generated due to some fixed external disturbance and propagating away from the source of disturbance;
(v) wave motion generated in a medium when a source of disturbance moves along the medium.

Depending on the nature of the source of disturbance, shape of the punch or normal loading on the free surface and the presence of discontinuities in the medium, different complicated probiems arise. The solution of these problems need an advance level of sophisticated mathematical techniques some of which have been mentioned earlier.

The dynamic response of an elastic half space due to an external load or punch on the free surface and also the scattering
of elastic waves by a finite crack or a strip inside an elastic medium may be investigated by the use of integral transform technique.

The propagation of waves due to the application of loads at the boundary of a semi-infinite medium was first considered by Lamb [1904], who studied the axisymmetric propagation of a pulse created by transient normal point load on the surface of the half-space. By means of Fourier Synthesis of steady state solutions, Lamb showed the predominant character of the Rayleigh wave response. Later, Sauter [1950] derived a closed form solution by means of an integral superposition of plane harmonic waves. Many authors have subsequently viewed and reviewed the problems which deal with the disturbance produced by a point or line source acting on the surface or buried in an elastic half-space by means of Laplace transform. Pekeris [1955] derived the exact expression for the vertical and horizontal components of the displacement on the surface of a uniform elastic half-space due to a point load with step function time variation, situated on the surface and also at a finite depth below the surface. Thiruvenkatachar [1955] derived the exact expression for the Laplace transform of the displacement over a circular region which is more realistic physically. Knopoff and Gilbert [1959] and Lang [1961] derived the wave front approximation by the application of saddle point method to the Laplace transformed solution and limit theorems of Tauberian type. While

Cagniard [1962] developed powerful technique of finding the Laplace inversion for this class of problems. Mitra. [1964] investigated this type of problem in detail, verified Pekaris's result and pointed out that Cagniard's method can be applied more widely than either Pekaris's or Chao's method. This type of problem was then investigated by Eason [1964, 1966], Mitra [1964], Chakraborty and De [1971], Gakenheimer [1971], Ghosh [1971] and many others. All these are axisymmetric problems.

Very few wave propagation problems of non-axisymmetric type have been solved. Chao [1960] derived the exact solution for the half-space problem in which the "disturbance is due to a tangential surface point load. Pekeris and Longman [1958] investigated the motion of the surface of a uniform elastic half-space produced by the application of torque pulse at a point below the surface. Using a modification of Cagniard's method, Gakenheimer and Miklowitz [1969] analysed transient excitation of the elastic half-space by a point load travelling on the surface. All these non-axisymmetric problems deal with the point load.

For the problems dealing with the ring load we refer Maiti [1978], Ghosh [1980-81] and others. Maiti [1978] treated the problem of asymmetric finite source, examined the effect of a half-space of impulsive shearing traction over a circular portion of the surface. The formal solution is obtained by expressing the displacement components in terms of scalar and vector potentials
and using Laplace and double Fourier transforms. The inverse transforms are evaluated by modified Cagniard's techinque which yields the solution within and on the half-space in a closed integral form. Ghosh [1980-81] treated the problem of disturbance in an elastic semi-infinite medium due to the torsonal motion of a circular ring source on the free surface of homogeneous and inhomogeneous medium. Using Laplace transform and the Hankel transform and the Laplace inversion by Cagniard's method the integrals for displacement are evaluated numerically.

On the other hand Pal and Ghosh [1987] considered the elliptic ring load propagating over the free surface of a semi-infinite medium. The expression for displacement at points on the free surface has been derived in integral form by the application of Cagniard-de-Hoop technique for different values of the rate of increase of the major and minor axes of the elliptic ring source The displacement jumps across the different wave fronts have also been derived. A comprehensive survey of the field due to extended source problems has been given by Scott and Miklowitz [1964].

The problems relating to the propagation of elastic waves, due to applied boundary tractions, in semi-infinite media containing internal boundaries are of immense importance in seismology and geophysics rather than of point source problems in homogeneous semi-infinite medium. This type of problem was first considered by Johnson and Parnes [1977]. The problem, they treated, is that of a
semi-infinite elastic body containing a rigid lubricted inclusion whose axis is perpendicular to the plane surface subjected to an axisymmetric concentric line load applied dynamically as a step function in time at the plane surface. The dynamic problem was formulated interms of two potential functions which satisfy uncoupled two dimensional wave equations with coupled boundary conditions. Using Laplace transform, the integral solution for the transformed stress and displacement fields throughout the medium are obtained. The behaviour near the wave fronts was analyzed and singularities at the load were determined.

This type of work has been treated by Pal, Ghosh and Chowdhuri [1985]. They solved the problem of SH-type of elastic wave propagating in the semi-infinite medium due to a ring source producing SH-waves in presence of circular cylindrical cavity as well as circular cylindrical inclusion in the semi-infinite medium. The diffraction of elastic waves by cracks is the most interesting branch of elastodynamics. Normally cracks are present in all structural materials, either as natural defects or as a result of fabrication processes. In many cases, the cracks are sufficiently small so that their presence does not significantly reduce the strength of the material. In other cases, however, the cracks are large enough, or they may become large enough through fatigue, stress corrosion cracking, etc., so that they must be taken into account in determining the strength. The body of
knowledge which has been developed for the analysis of stresses in cracked solids is known generally as fracture mechanics. In recent years problems of diffraction of elastic waves by cracks are of considerable importance in view of their application in seismology and geophysics. Indeed in geophysical stratifications, faults occur at the interfaces while in manufactured laminates imperfections occur at the interface of the adjoining layers. This stress singularity near the edge of finite crack at the bimaterial interface is important in view of its practical application. Also the results of research on dynamic crack propagation are relevent in numerous applications. For example, a primary objective in engineering structures is to avoid a running fracture, or at least to arrest a running crack once it is initiated. Indeed there are several kinds of large engineering structures in which rapid crack growth is a definite possibility. In earth science, study of the elastic field near about the propagating fault is also important from the stand point of earthquake engineering.

Whithin the framework of a continuum model, such as the homogeneous, isotropic linearly elastic continuum, the classic analytical problem of fracture mechanics consists of the computation of the fields of stress and deformation in the vicinity of the tip of a crack, together with the application of a fracture criterion. In a conventional analysis inertia (or dynamic) effects are neglected and the analytical work is quasi-static in nature.

Because of loading conditions and material characteristics, however, there are many fracture mechanics problems which can not be viewed as being quasi-static and for which the inertia of the material must be taken into account. Also inertia effects become of importance if the propagation of the crack is so fast, as for example in essentially brittle fracture, that rapid motions are generated in the medium. The label "dynamic loading" is attached to the effects of inertia on fracture due to rapidly applied loads.

There are two broad classes of fracture mechanics problems that have to be treated as dynamic problems. These are concerned with

1. cracked bodies subjected to rapidly varying loads,
2. bodies containing rapidly propagating cracks.

In both the cases the crack tip is an environment disturbed by wave motion.

Impact and vibration problems fall into the first class of dynamic problems. In the analysis of such. problems it is often found that at inhomogeneities in a body the dynamic stresses are higher than the stresses computed from the corresponding problem of static equilibrium. This effect occurs when a propagating mechanical disturbance strikes, a cavity. The dynamic stress "overshoot" is especially pronounced if the cavity contains a sharp edge. For a crack the intensity of the stress field in the vicinity of the crack tip can be significantly affected by dynamic effects.

In view of the dynamic amplification, it is conceivable that there are cases for which fracture at a crack tip does not occur under a gradually applied system of loads, but where a crack does indeed propagate when the same system of loads is rapidly applied, and gives rise to wave which strike the crack tip.

The second class of problems is equally important. Indeed, there are several kinds of large engineering structure in which rapid crack growth is a definite possibility. Examples are gas transmission pipelines, ship hulls, aircraft fuselages and nueclear reactor components. Dynamic effects affect the stress fields near rapidly propagating cracks, and hence the conditions for further unstable crack propagation or for crack arrest. Another area to which the analysis of rapidly propagating cracks is relevant is the study of earthquake mechanisims.

There have been a number of comprehensive review articles in the general area of elastodynamic fracture mechanics. some of them are Achenbach [1972], Freund [1975], Achenbach [1976], Freund [1976] and Kanninen [1978].

At present, dynamic fracture mechanics solutions are largely confined to conditions where Linear Elastic Fracture Mechanics (LEFM) is valid. These are appropriate when the plastic deformation attending the crack tip is small enough to be dominated by the elastic field surrounding it. Problems of crack growth initiation under impact loads and of rapid unstable crack propagation and
arrest can be treated with LEFM by using dynamically computed fields of stress and deformation. Engineering structures requring protection against the possibility of large-scale catastropic crack propagation are, however, generally constructed of ductile, tough materials. For the initiation of crack growth, LEFM procedures can give only approximately correct predictions for such materials. The elastic-plastic treatments required to give precise results have not yet been developed in a completely acceptable manner, even under static conditions.

The shapes of the cracks which have been studied uptil now are as follows :
(i) Semi-infinite plane cracks;
(ii) Finite Griffith cracks;
(iii) Penny shaped and annular cracks;
(iv) Non-planar cracks.

A transient problem involving the sudden appearance of a semi-infinite crack in a stretched elastic plate was considered by Maue [1954]. Baker [1962] studied the problem of a semi-infinite crack suddenly appearing and growing at constant velocity in a stretched elastic body. The mixed boundary value problem is solved by transform methods including the Weiner-Hopf and Cagniard techniques. Atkinson and List [1978] considered the steady state semi-infinite crack propagation into media with spatially varying elastic properties. The quasi-static problem of an infinite elastic
medium weakened by an infinite number of semi-infinite, rectilinear, parallel and equally spaced cracks which are subjected to identical loads satisfying the conditions of amtiplane state of strain was solved by Matczynski [1973]. Sarkar, Ghosh and Mandal [1991] studied the problem of scattering of horizontally polarized shear wave by a semi-infinite crack running with uniform velocity along the interface of two dissimilar semi-infinite elastic media.

The powerful technique to solve the diffraction problem of semi-infinite crack is the Wiener-Hopf [Noble 1958] technique.

The in-plane problem of finite Griffith crack propagating at a constant velocity under a uniform load was first solved by Yoffe [1951]. Sih [1968] has also provided a Riemann-Hilbert formulation of the same problem where both in-plane extensional and antiplane shear loads were considered.

Other references treating elastodynamic problem involving a single finite Griffith crack are Loeber and Sih [1967]. Ang and Knopoff [1964]. Mal [1970, 1972], Chang [1971], Kassir and Bandyopadhyay [1983], Kassir and Tse [1983]. Loeber and Sin [1967] solved the problem of diffraction of antiplane shear waves by a finite crack by using integral transform method. Kassir and Bondyopadhyay [1983] considered the problem of impact response of a cracked orthotropic medium. Laplace and Fourier transforms were employed to reduce the transient problem to the solution of
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standard integral equation in the Laplace transform plane and was solved by Laplace inversion technique [Krylov et al, 1957]; Miller and Guy [1966].

The problems of finite Griffith crack lying at the interface of two dissimilar elastic media have been studied by Srivastava, Palaiya and Karaulia [1980], Nishida, Shindo and Atsumi [1984] and Bostrom [1987]. Bostrom [1987] used the method of Krenk and Schmidt [1982] to solve the two-dimensional scalar problem of scattering of elastic waves under antiplane strain from an interface crack between two elastic half-spaces. Sih and Chen [1980] analyzed the dynamic response of a layered composite containing a Griffith crack under normal and shear impact.

The problems of diffraction of elastic waves become more complicated when boundaries are present in the medium. Chen. [1978] considered the problem of dynamic response of a central crack in a finite elastic strip. The crack was assumed to appear suddenly when the strip is being stretched at its two ends. The problem was solved by Laplace and Fourier transform technique. Some other references are Srivastava, Gupta and Palaiya [1981], Srivastava, Palaiya and Karaulia [1983], Shindo, Nozaki and Higaki [1986], De and Patra [1990].

High frequency solution of the diffraction of elastic waves by a crack of finite size is interesting in view of the fact that transient solution close to the wave front can be represented by an
integral of the high frequency componant of the solution. Green's function method together with a function-theoretic technique based upon an extended Wiener-Hopf argument has been developed by Keogh [1985 a, 1985 b] for solving the problem of high frequency scattering of elastic waves by a Griffith crack situated in an infinite homogeneous elastic medium. Pal and Ghosh [1990] considered the problem of diffraction of normally incident antiplane shear waves by a crack of finite length situated at the interface of two bonded dissimilar elastic half-spaces. The problem is reduced to the solution of a Wiener-Hopf problem. The expressions for the stress intensity factor and the crack opening displacement have been derived for the case of wave-lengths short compared to the length of the crack. Recently Pal and Ghosh [1993] have investigated the high frequency solution of the problem of diffraction of horizontally polarized shear waves by a finite crack moving on a bimaterial interface. Following the method of Chang [1971], the problem has been formulated as an extended Wiener-Hopf equation and the asymptotic solutions for high frequencies or for wave lengths which are short compared to the length of the crack have been derived. Expressions for the dynamic stress intensity factor at the crack tip and the crack opening displacement have been derived.

Vibratory motion of a body on an elastic half-plane was treated by Karasudhi, Keer and Lee [1968]. They considered the
vertical, horizontal and rocking vibrations of a body on the surface of an otherwise unloaded half-plane. The problem was formulated so that shearing stress vanishes over the entire surface, and an oscillating displacement is prescribed in the loaded region. The problems were mixed with respect to the prescribed displacement and the remaining stress. Each case led to a mixed boundary value problem represented by dual integral equations which were reduced to a single Fredholm integral equation.

Wickham [1977] studied the problem of the forced two dimensional oscillations of a rigid strip in smooth contact with a semi-infinite elastic solid. He reduced the mixed boundary value problem with the help of Green's function to Fredholm integral equation of the first kind involving displacement boundary conditions. Using Noble's [1962] method, this equation was reduced to Fredholm integral equation of the second kind with a kernel which was small in the low frequency limit. Then applying the method of iteration, a simple explicit long-wave asymptotic formula for the normal stress in terms of the prescribed displacement and. dimensionless wave number $k$ was rigorously derived.

Rocking motion of a rigid strip on a semi-infinite elastic medium has been studied by Ghosh and Ghosh [1985] by using a different technique. The forced rocking of the strip about the horizontal axis has been reduced to a solution of a dual integral
equation. Following Tranter's [1968] method the dual integral equation was solved for low frequency oscillations by reducing the equation to a system of linear algebraic equations.

Studies of single Griffith crack as well as two parallel and coplanar Griffith cracks have been made by Mal [1970], Jain and Kanwal [1972] and Itou [1978, 1980 a, 1980 b]. The coresponding probiems of diffraction by a single and two parallel rigid strips have been solved by Wickham [1977], Jain and Kanwal [1972] and Mandal and Ghosh [1992] respectively. And three dimensionai probiem of moving crack was considered by Itou [1979]. In most of the cases the problems were solved by integral equation technique.

The problem involving single Griffith crack in orthotropic medium was investigated by Kassir and Bandopadhyay [1983], Shindo et al [1986] and De and Patra [1990]. Sindo et al [1991] have investigated the impact response of symmetric edge cracks in an orthotropic strip. Mandal and Ghosh [1994] considered the problem of interaction of elastic waves with a periodic array of coplanar Griffith cracks in an orthotropic elastic medium.

Recently Mandal, Pal and Ghosh $\left[\begin{array}{ll}1996 & \text { a }\end{array}\right]$ considered the two-dimensional problems of diffraction of elastic waves by four coplanar parallel rigid strips embedded in an infinite orthotropic medium. The five part mixed boundary value problem is reduced to the solution of a set of integral equations. The normal stress under the strips and displacement out side the strips were derived
in close analytical form. In another paper, Mandal, Pal and Ghosh [1996 b] considered the vertical vibration of four rigid strips in smooth contact with a semi-infinite elastic medium. The resulting mixed boundary value problem has been reduced to the solution of quadruple integral equations, which have further been reduced to the solution of a integro-differential equations. An iterative solution valid for low frequency has been obtained. From the solution, the stress just below the strips and also the vertical displacement at points outside the trips on the free surface have been found.

In case of low frequency oscillations Noble's [1963] method of solving dual integral equations, Tranter's [1968] technique for solving dual integral equations, Matched Asymptotic Expansion, and variational principle are found to be very useful techniques.

Different techniques have been applied by many authors to tackle these type of crack problems. From these stand point, these problems may be divided into two categories : one for low frequency oscillation of the source or long wave scattering or transmission and the other for high frequency oscillation or short wave scattering or transmission in the medium. The term long and short are used in comparison to the region of the source of distrubance or the size of the crack or strip etc. inside the medium to the wave length of disturbance. The useful techniques for low frequency scattering are due to Noble [1963] and Tranter [1968]. In case of
high frequency oscillations Wiener-Hopf [Noble, 1958] technique and Keller's [1958] geometrical theory are found to be most suitable.

Here we briefly discuss some of the useful methods.

## GREEN'S FUNCTIONS :

The general theory of 1 inear equations suggests two methods which can be used to solve the equation of the type

$$
\begin{equation*}
L u=f \tag{1}
\end{equation*}
$$

where $L$ is an ordinary linear differential operator, $f$ a known function, and $u$ the unknown function.

One method is to find the operator inverse to $L$, that is, to find an operator $L^{-1}$ such that the product $L^{-1} L$ is the identity operator. We shall find that the inverse of a differential operator is an integral operator. The kernel of that integral operator will be called the Green's function of the differential operator. The techniques which we shali provide for finding the Green's function use a tool which has proved valuable in many branches of applied mathematics, namely, the Dirac $\delta$-function.

Inverse of a differential operator can be obtained, following Friedman [1966], Roach [1982], as follows: equation

$$
\begin{equation*}
L \psi=\phi \tag{2}
\end{equation*}
$$

Here we assume that the inverse operator $L^{-\mathbf{1}}$ is an integral operator with some kernel $G(x, t)$ such that

$$
\begin{equation*}
L^{-1} \phi=\int G(x, t) \phi(t) d t . \tag{3}
\end{equation*}
$$

Now we permit $G(x, t)$ to be symbolic function. Applying the differential operator $L$ to both sides of this equation, we get

$$
\begin{equation*}
L L^{-1} \phi=\phi=\int L G \phi d t \tag{4}
\end{equation*}
$$

This equation will be satisfied if we find $g$ such that

$$
\begin{equation*}
L G=\hat{o}(x-t), \tag{5}
\end{equation*}
$$

where the differentiation is to be understood as symbolic differentiation.

To illustrate the method of inverting an operator, we consider the special case when

$$
L=\frac{d^{2}}{d x^{2}}
$$

then (5) becomes

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} G(x, t)=\delta(x-t) \tag{6}
\end{equation*}
$$

This equation can be solved by straightforward integration and using the fact that the $\delta$-function is the derivative of the Heaviside unit function and we get

$$
\frac{d}{d x} G(x, t)=H(x-t)+G(t)
$$

where $\propto(t)$ is an arbitrary function.
Integrating again, we get

$$
\begin{align*}
G(x, t) & =\int H(x-t) d t+x \alpha(t)+\beta(t) \\
& =(x-t) H(x-t)+x \alpha(t)+\beta(t), \tag{8}
\end{align*}
$$

where $\dot{\beta}(\mathrm{t})$ is another arbitrary function. It can be proved that any symbolic function which is a solution of (6) may be written in the form (8). Note that $G(x, t)$ is a continuous, piecewise, differentiable function, and note also that if $f(x)$ is an integrable function which vanishes outside a finite interval, then it is easy to show that the function

$$
\begin{equation*}
u(x)=\int G(x, t) f(t) d t \tag{9}
\end{equation*}
$$

$$
\frac{d^{2} u}{d x^{2}}=f(x)
$$

By the suitable choice of the function $\alpha(t)$ and $\beta(t)$ we can in general find a solution of (10) which satisfies two conditions. Thus, to find a solution of (10) which satisfies the conditions $u(0)=u(1)=0$, we proceed as follows:

From (9) we have

$$
\begin{align*}
u(x)=\int_{-\infty}^{x}(x-t) f(t) d t & +x \int_{-\infty}^{\infty} \omega_{0}(t) f(t) d t+ \\
& +\int_{-\infty}^{\infty} \beta(t) f(t) d t . \tag{11}
\end{align*}
$$

Substituting $x=0$ and $x=1$ in (11) we get

$$
\begin{gather*}
0=-\int_{-\infty}^{0} t f(t) d t+0+\int_{-\infty}^{\infty} \beta(t) f(t) d t  \tag{12}\\
0=\int_{-\infty}^{1}(1-t) f(t) d t+\int_{-\infty}^{\infty} \alpha(t) f(t) d t+ \\
+\int_{-\infty}^{\infty} \beta(t) f(t) d t \tag{13}
\end{gather*}
$$

From equation (12) we get

$$
\begin{equation*}
F(t)=t H(-t), \tag{14}
\end{equation*}
$$

and then from (13) we obtain

$$
\begin{aligned}
U(t) & =-1+t H(t), \quad-\infty \leq t \leq 1 \\
& =0, \quad \text { for all other values of } t .
\end{aligned}
$$

Substituting (14) and (15) in (9) we get

$$
\begin{equation*}
u(x)=\int_{0}^{x}(x-t) f(t) d t-x \int_{0}^{1}(1-t) f(t) d t \tag{16}
\end{equation*}
$$

So, in this case the kernel (Green's function)

$$
\begin{equation*}
G(x, t)=(x-t) H(x-t)-x(1-t), \quad 0 \leq x, \quad t \leq 1 \tag{17}
\end{equation*}
$$

also satisfies the boundary conditions

$$
\begin{equation*}
G(0, t)=G(1, t)=0 \tag{18}
\end{equation*}
$$

The Other Method is to find the spectral representation of $L$ by studing the solution of the equation

$$
\begin{equation*}
L u=\lambda u \text {, } \tag{19}
\end{equation*}
$$

where $\lambda$ is an arbitrary constant.
Let $L$ be an ordinary self-adjoint differential operator and suppose that $u_{1}, u_{2}, \ldots$ are its eigenfunctions and $\lambda_{1}, \lambda_{2}, \ldots$ the
corresponding eigenvalues. We shall also suppose that the eigenfunctions span the domain of the given operator, and that, in consequence, any square integrable function $u(x)$ may be expanded as

$$
\begin{equation*}
u(x)=\sum \alpha_{k} u_{k}(x) \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{k}=\left(u_{k}, u\right) \tag{21}
\end{equation*}
$$

Now, it follows that

$$
\begin{equation*}
\operatorname{Lu}(x)=\sum \alpha_{k} \lambda_{k} u_{k}(x) \tag{22}
\end{equation*}
$$

and if $f(x)$ denotes a function which is analytic in a region containing the eigenvalues, we define

$$
\begin{equation*}
f(L) u(x)=\sum f\left(\lambda_{k}\right) a_{k} u_{k}(x) \tag{23}
\end{equation*}
$$

For the particular case when

$$
\begin{align*}
& f(t)=(\lambda-t)^{-1} \text { we obtain } \\
& {\left[\frac{1}{\lambda-L}\right] u(x)=\sum \frac{Q_{k} u_{k}(x)}{\lambda-\lambda_{k}}} \tag{24}
\end{align*}
$$

The left hand side of (24) can be expressed in terms of the Green's function for the differential operator $L-\lambda$. Therefore, we put

$$
w(x)=(\lambda-L)^{-1} u(x)
$$

and we have

$$
(L-\lambda) w=-u .
$$

If $G(x, \xi, \lambda)$ is the Green's function for the operator $L-\lambda$, we have

$$
\begin{equation*}
w(x)=-\int G(x, \xi, \lambda) u(\xi) d \xi, \tag{25}
\end{equation*}
$$

and consequentiy,

$$
\begin{equation*}
\left(\frac{1}{\lambda-L}\right) u(x)=-\int G(x, \xi, \lambda) u(\xi) d \xi \tag{26}
\end{equation*}
$$

Now, integrating (24) over a large circle of radius $R$ in the complex $\lambda$-plane, we get

$$
\begin{equation*}
\frac{1}{2 \pi i} \int \frac{u(x)}{\lambda-L} d \lambda=\sum \frac{1}{2 \pi i} \int \frac{\alpha_{k} u_{k}(x)}{\lambda-\lambda_{k}} d \lambda \tag{27}
\end{equation*}
$$

Now, as the radius of the circle approaches infinity, the right-hand side of (27) includes more and more residues, and we obtain, bearing in mind that necessarily $u$ is also a function of $\lambda$,

$$
\begin{equation*}
\operatorname{Lt}_{R \rightarrow \infty} \frac{1}{2 \pi i} \int \frac{u(x)}{L-\lambda} d \lambda=-\sum \alpha_{k} u_{k}(x)=-u(x) . \tag{28}
\end{equation*}
$$

This result, which connects the Green's function with the eigenfunctions, was obtained, by making a great many assumptions, such as that the eigenfunctions were known and that they were complete. In practice, we try to work it backwards. We start with a knowledge of the Green's function $G(x, \xi ; \lambda)$ for the operator $L-\lambda$;
then we consider the following integral in the complex $\lambda$-plane;

$$
\begin{equation*}
\frac{1}{2 \pi i} \int \frac{u(x)}{L-\lambda} d \lambda=\frac{1}{2 \pi i} \int d \lambda \int G(x, \dot{\epsilon} ; \lambda) u(\xi) d \hat{\xi}, \tag{29}
\end{equation*}
$$

and then, by evaluating it in terms of residues, we hope to get (28), that is, an expansion of $u(x)$ in terms of the eigenfunctions of L.

## CAGNIARD-DEHOOP TRANSFORMATION :

Following Pilant [1979] Cagniard-deHoop technique can better be explined taking an example. We find a solution of the inhomogeneous scalar wave equation

$$
\begin{align*}
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial z^{2}}-\frac{1}{v^{2}} \frac{\partial^{2} \phi}{\partial t^{2}} & =-2 \pi \hat{\delta}(x) \hat{\delta}(z) \delta(t) \\
& =-\frac{\hat{o}(r) \hat{o}(\mathrm{t})}{r} \tag{30}
\end{align*}
$$

Taking a Laplace transform with respect to time, we get

$$
\begin{equation*}
\frac{\partial^{2} \bar{\phi}}{\partial x^{2}}+\frac{\partial^{2} \bar{\phi}}{\partial z^{2}}-\frac{s^{2}}{v^{2}} \bar{\phi}=-2 \pi \delta(x) \delta(z) \tag{31}
\end{equation*}
$$

In order to simplify what is to come, we shall take a slightly modified Fourier transform with respect to $x$, i.e.,

$$
\begin{equation*}
\bar{\phi}(q, z, s)=\int_{-\omega}^{\infty} \bar{\phi}(x, z, s) e^{-i s q x / v} d x \tag{33}
\end{equation*}
$$

with the inverse

$$
\begin{equation*}
\bar{\phi}=\frac{1}{2 \pi} \int_{-\omega}^{\omega}=\quad \phi(q, z, s) e^{i s q x / v} d(s q / v) \tag{34}
\end{equation*}
$$

This gives

$$
\begin{equation*}
-(s q / v)^{2} \stackrel{=}{\phi}+\partial^{2} \phi / \partial z^{2}-(s / v)^{2} \bar{\phi}=-2 \pi \hat{o}(z) \tag{35}
\end{equation*}
$$

Finally, taking a two-sided Laplace transform with respect to $z$, we have

$$
\begin{align*}
& \left\{p^{2}-(s / v)^{2}\left(q^{2}+1\right)\right\}^{\equiv}=-2 \pi  \tag{36}\\
& \equiv \\
& \phi=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \phi(a, z, s) e^{-p z} d z
\end{align*}
$$

where $\quad \equiv=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \phi(a, z, s) e^{-p z} d z$

Inverting with respect to $p$, we have

$$
\begin{equation*}
=\frac{\phi}{=}=(\pi v / s) e^{-(s / v)\left(q^{2}+1\right)^{1 / 2}|z|}\left(q^{2}+1\right)^{-1 / 2} \tag{37}
\end{equation*}
$$

$$
\begin{align*}
-\phi(x ; z, s) & =\frac{1}{2} \int_{-\infty}^{\alpha} e^{-(s / v)\left(q^{2}+1\right)^{1 / 2}|z|}\left(q^{2}+1\right)^{-1 / 2} e^{i s q x / v} d q \\
& =k_{0}(s r / v) \tag{38}
\end{align*}
$$

The expression (38) is just the integral representation of the Macdonald function $K_{0}(s r / v)$.

Cagniard-deHoop transformation involves the following change of variable :

$$
\begin{equation*}
\cos \theta\left(q^{2}+1\right)^{1 / 2}-i q \sin \theta=\tau=v t / r \tag{39}
\end{equation*}
$$

where $r \cos \theta=z, r \sin \theta=x$, and $\tau$ is the reduced time variabie as shown in Fig. 1. Note that $r-\theta$ system is not standard cylindrical co-ordinates. The inverse of this transformation is

$$
\begin{equation*}
a(\tau)=i \tau \sin \theta+\cos \theta\left(\tau^{2}-1\right)^{1 / 2} ; \tag{40}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{d q}{d \tau}=i \sin \theta+\frac{\tau \cos \theta}{\left(\tau^{2}-1\right)^{1 / 2}}=\frac{\left(q^{2}+1\right)^{1 / 2}}{\left(\tau^{2}-1\right)^{1 / 2}} \tag{41}
\end{equation*}
$$

The last expression comes from solving for $\left(q^{2}+1\right)^{1 / 2}$ from (39) while substituting (40) for $q$. Taking account of the symmetry


Fig. 1. Two dimensional co-ordinate systems.
as

$$
\begin{equation*}
\bar{\phi}=\operatorname{Re}\left[\int_{0}^{\infty} \frac{e^{-(s / v)\left(q^{2}+1\right)^{1 / 2}|z|+i s q x / v}}{e^{-\infty}\left(q^{2}+1\right)^{1 / 2}} d a\right] \tag{42}
\end{equation*}
$$

we can now write this using (41)' in terms of the new variable "T" and obtain

$$
\begin{aligned}
& =\operatorname{Re}\left[\begin{array}{lll}
? \quad-s t \\
\int_{?} \frac{e}{\left(\tau^{2}-1\right)} & \therefore & v \\
1 / 2 & -d t
\end{array}\right]
\end{aligned}
$$

Equation (43) can now be recognized as the Laplace transform of the function

$$
=\operatorname{Re}\left[\begin{array}{cc}
1 & v \\
\frac{1}{\left(\tau^{2}-1\right)} 1 / 2 & r
\end{array}\right]
$$

looked at as a function of the time variable " $\tau$ ". However, we have to look at a few details before we can say that this identification is valid and place proper limits on the integral. First of all, we want to look at the path $q$ takes as we let the variable run from

0 to $m$. For $\tau=0$, we have that $q=-i \cos \theta$ where the sign has been choosen in (40) to satisfy (39). The variable q then moves up the imaginary axis to $q=i \sin \theta$, and then branches out into the first quadrant along a hyperbola as defined by (40) and along an asymptote at an angle $\theta$ as in Fig. 2(a). Inasmuch as the singularities of (42) are branch points at $q= \pm i$, we see that the original path can be deformed into the dashed line path as in Fig. 2(b). However, on the vertical segment from 0 to ising we see that the integrand of (42) has no real part. Consequently the limits on (43) may be written

$$
\begin{equation*}
\frac{\phi}{\left.\phi(x, z, s)=\operatorname{Re}\left[\int_{r / v}^{\infty} \frac{e^{-s t}}{\left(\tau^{2}-1\right)^{1 / 2}}-\frac{v}{r} d t\right], ~\right]} \tag{44}
\end{equation*}
$$

By inspection we have

$$
\begin{equation*}
\phi=\frac{1}{\left(t^{2}-r^{2} / v^{2}\right)^{1 / 2}} H(t-r / v) \text {, } \tag{45}
\end{equation*}
$$

where $H$ is the Heaviside Unit Step Function defined by

$$
\begin{align*}
H(x) & =1, & & x>0 \\
& =1 / 2, & & x=0 \\
& =0, & & x<0 \tag{46}
\end{align*}
$$

There is a sharp wavefront associated with the response to a delta-function source, but in two dimensions we also have a tail


Fig. 2(a). The relationship between the original path of integration in (42) and the path which q takes as t varies between zero and infinity.


Fig. 2(b) The relationship between the original path and the deformed path ( Cagniard Path ) in the complex q-plane.
associated with the waveform in contrast to the delta-function which has zero width.

## INTEGRAL TRANSFORM TECHNIQUE :

As the equations of motion in the theory of elasticity are partial differential equations which may be discussed with reference either to Helmholtz equation or to Laplace's equation, the method of integral transform is one of the most effective methods for solving such equations as application of this method to such equations results in the lowering of the dimension of an equation by one. There are several forms of integral transform and the choice of an integral transform depends on the structure of the equation and the geometry of the domain.

The integral transform $\bar{f}(c)$ of a function $f(x)$ defined on an interval (a, $\infty$ ) is an expression of the form

$$
\begin{equation*}
\bar{f}(\alpha)=\int_{a}^{\alpha} f(x) k(x, \alpha) d x \tag{47}
\end{equation*}
$$

where a is a real number and $\alpha$ is a complex parameter varying over some region $D$ of the complex plane. $K(x, \alpha)$ is called the kernel of the transformation. The transformation (47) becomes particularly useful if it possesses inverse mapping. In that case one can express $f(x)$ in terms of its integral transform by

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi i} \int_{\Gamma} \bar{f}(\alpha) M(x, \alpha) d \alpha \tag{48}
\end{equation*}
$$

where $M(x, \alpha)$ is a suitable function defined in $a<x<\infty$ and $\alpha \in D$ and is called the kernel of the inverse transform, which is defined for all $x$ in the interval $(a, \infty)$. The complex $\Gamma$ is a suitable path of integration in D. After reducing the governing partial differential equation, the reduced problem can be solved for $\bar{f}(x)$. The solution of the original equation can be expressed in terms of the inverse integral, which may then be evaluated. The inversion from the transformed space to the space of actual: variables usually involved very complicated integrations. In many cases even the numerical integration can not be performed successfully because of the highiy oscillatory character of the integrands (:cf. Eringen and Suhubi [1975], chap.7; Achenbach [1975], chap.7 ). In particular, mixed boundary value problems like the dynamic response of a punch on an elastic half-space and the problem involving the presence of a crack or a strip inside an elastic medium may be reduced to Fredhoim integral equation of first kind or to dual integral equations.

HILBERT TRANSFORM TECHNIQUE :

If $P(y) \leqslant L_{2}(a, b)$, then the equation

$$
\int_{a}^{b} \frac{n(x)}{x-y} d x=\pi P(y), \quad y \leq(a, b)
$$

has the solution

$$
\begin{equation*}
h(x)=\frac{1}{\pi}\left(\frac{x-a}{b-x}\right)^{1 / 2} \int_{a}^{b}\left[\frac{b-y}{y-a}\right)^{1 / 2} \frac{P(y)}{x-y} d y+\frac{c}{\sqrt{(x-a)(b-x)}} \tag{50}
\end{equation*}
$$

where $C$ is an arbitrary constant, and the first term belongs to the class $L_{2}(a, b)$.

Using the above theorem, we find that the solution to the integral equation

$$
\begin{equation*}
\int_{a}^{b} \frac{2 x h\left(x^{2}\right)}{x^{2}-y^{2}} d x=\pi P(y), \quad y \leq(a, b) \tag{51}
\end{equation*}
$$

(provided that $P$ satisfies the conditions of the above theorem) is given by

$$
h\left(x^{2}\right)=\frac{1}{\pi}\left[\frac{x^{2}-a^{2}}{b^{2}-x^{2}}\right]^{1 / 2} \int_{a}^{b}\left[\frac{b^{2}-y^{2}}{y^{2}-a^{2}}\right]^{1 / 2} \frac{2 y P(y)}{x^{2}-y^{2}} \cdot d y+
$$

$$
+\frac{c}{\sqrt{\left(x^{2}-a^{2}\right)\left(b^{2}-x^{2}\right)}}
$$

where $C$ is an arbitrary constant.

## THE WIENER-HOPF TECHNIQUE :

Let a function $\phi(z)$ analytic in the interval $y_{-}<\operatorname{Im} z<y_{+}$be defined in the plane of a complex variable $z$. It is required to express $\phi(z)$ in the form

$$
\begin{equation*}
\phi(z)=\phi_{+}(z) \phi_{-}(z) \tag{52}
\end{equation*}
$$

where $\phi_{+}(z)$ and $\phi_{-}(z)$ are functions analytic in the half-plane Im $z$ $>y_{\text {_ }}$ and the half-plane $\operatorname{Im} z<y_{+}$respectively. The problem is called factorization problem. : In a more general case, it is required to define two functions $\phi_{+}(z)$ and $\phi_{-}(z)$ which are analytic in the same half-planes respectively and which satisfy the following relation in the interval

$$
\begin{equation*}
A(z) \phi_{+}(z)+B(z) \phi_{-}(z)+C(z)=0 \tag{53}
\end{equation*}
$$

where $A(z), B(z)$ and $C(z)$ are given analytic functions in the interval. It is obvious that if $c(z)=0$, we obtain the representation (52) after the corresponding changes in the notatión.

Let us assume that the function $\phi(z)$ which is to be factorised does not have any zeros in the interval $y_{-}<\operatorname{Im} z<y_{+}$and tends to infinity as $x \rightarrow \infty$. In this case, neither of the functions $\phi_{+}(z)$ and $\dot{\varphi}_{-}(z)$ will have any zero, and we can take the logarithm of both
sides of the relation (52)

$$
\begin{equation*}
\log \phi(z)=\log \dot{\phi}_{+}(z)+\log \phi_{-}(z) \tag{54}
\end{equation*}
$$

The function $F(z)=\log \phi(z)$ satisfies the condition

$$
\begin{equation*}
|F(x+i y)|<C|x|^{-P}, \quad(P>0 \text { for } x \rightarrow \infty) \tag{55}
\end{equation*}
$$

and hence the relation (54) can always be solved with the help of the transformation

$$
\begin{equation*}
F(z)=F_{+}(z)+F_{-}(z) \tag{56}
\end{equation*}
$$

Finally, we get

$$
\begin{equation*}
\phi(z)=e^{F_{+}(z)} \cdot e^{F_{+}(z)}=\dot{\phi}_{+}(z) \phi_{-}(z) \tag{57}
\end{equation*}
$$

If the function $\phi(z)$ has zeros in the intervals we must consider a new function

$$
\begin{equation*}
\phi_{1}(z)=\frac{\left(z^{2}+b^{2}\right)^{N / 2} \phi(z)}{\prod_{i=1}^{N_{1}}\left(z-z_{i}\right)^{\alpha}} \tag{58}
\end{equation*}
$$

where $z_{i}$ and $\alpha_{i}$ are the zeros, their multiplicity in the interval $N_{1} \leq N$, where $N$ is the total number of zeros, $b>\left(y_{+}, y_{-}\right)$. The factor in the numerator of (58) ensures that the properties of auxiliary functions are conserved at infinity.

Let us now consider the relation (53) and carry out its
factorisation into $L_{+}$and $1 / L_{\text {_ }}$ for the same interval of the ratio A/B. The retation (53) can be represented in the form

$$
\begin{equation*}
L_{+}(z) \phi_{+}(z)+L_{-}(z) \phi_{-}(z)+L_{-}(z) C(z) / B(z)=0 \tag{59}
\end{equation*}
$$

The expression $L_{-}(z) C(z) / B(z)$ can be represented in the following form in accordance with (56)

$$
E_{+}(z)+E_{-}(z)
$$

where $\phi_{+}(z)$ and $\phi_{-}(z)$ are functions analytic in the half-plane $y>y_{\text {_ }}$ and the half-plane $y<y_{+}$respectively. Taking this into account, we get

$$
\begin{equation*}
L_{+}(z) \phi_{+}(z)+E_{+}(z)=-L_{-}(z) \phi_{-}(z)-E_{-}(z) \tag{60}
\end{equation*}
$$

It follows from the generalized Liouville's theorem that the left as well as right hand side of (60) represents the same polynomial $P_{n}(z)$ of $n$th degree.

Wiener-Hopf technique and different other techniques for solving partial differential equation arising in Solid Mechanics have been elaborately discussed by Duffy [1994] in his book.

The thesis presented here consists of some boundary value problems in elastodynamics involving wave propagation due to some finite source or cracks. The work has been presented in three chapters. The first chapter deals with problems on moving source on
the free surface.

The problems on scattering of waves by moving interface crack have been presented in the second chapter.

The third chapter deals with the diffraction problems in elastic medium.

The summary of the thesis is presented here chapter wise.

The first problem of chapter-1 has been formulated as follows:

We have considered the problem of the SH-type of elastic wave propagation in the semi-infinite medium due to a ring source producing $S H$-waves in the presence of a circular cylindrical cavity and the problem of SH-wave propagation in the presence of rigid circular cylindrical inclusion in the semi-infinite medium due a ring source.

An integral representation of the Dirac delta function required for solving the above axisymmetric boundary value problem has been derived first.

In the second problem of chapter-1, an elliptic ring load emanating from the origin of co-ordinates at $t=0$ is assumed to expand on the free-surface of an elastic half-space. The
displacement at points on the free-surface has been derived in integral form by Cagniard-De Hoop technique. Displacement jumps across different wave fronts have also been derived.

In chapter-2, the problem of diffraction of normally incident antiplane shear wave by a crack of finite length situated at the interface of two bonded dissimilar elastic half-spaces has been considered in the first problem. The problem is reduced to the solution of a Wiener-Hopf equation. The expressions for the stress intensity factor (SIF) and the crack opening displacement have been derived for the case of wave length short compared to the length of the crack. The numerical results for two different pairs of samples have been presented graphically.

In the second problem of this chapter, the diffraction of horizontally polarized shear waves by a finite crack moving on a bimaterial interface is studied. In order to obtain a high frequency solution, the problem is formulated as an extended Wiener-Hopf problem. The expressions for the dynamic stress intansity factor at the crack tip and the crack opening displacement are derived for the case of wave lengths which are short compared to the length of the crack. The dynamic stress intensity factor for high frequencies is illustrated graphically for two pairs of different types of material for different crack velocities and angles of incidence.

In chapter-3, first paper deals with the problem of two dimansional oscillations of four rigid strips, situated on a homogeneous isotropic semi-infinite elasitic solid and forced by a specified normal component of the displacement. The mixed boundary value problem of determining the unknown stress distribution just below the strips and vertical displacement outside the strips has been converted to the determination of the solution of quadruple integral equations by the use of Fourier transform. An iterative solution of these integral equations valid for low frequency has been found by the application of the finite Hilbert transform. The normal stress just below the strips and the vertical displacement away from the strips have been obtained. Finally graphs are presented which illustrate the salient features of the displacement and stress intensity factors at the edges of the strips.

The last problem of this chapter deals with the elastodynamic response of four coplanar rigid strips embedded in an infinite orthotropic medium due to elastic waves incident normally on the strips. The resulting mixed boundary value problem has been solved by Integral Equation method. The normal stress and the vertical displacement have been derived in closed analytic form. . Numerical values of stress intensity factors at the edges of the strips and the vertical displacement at points in the plane of the strips for several orthotropic materials have been calculated and plotted graphically.

With this much of introduction, we now present the thesis chapterwise. References given in the thesis do not include all the previous workers in this 1 ine. But attempt has been made to include most of them.

## CHAPTER-I

RING SOURCE PROBLEMS


# SPECTRAL REPRESENTATION OF A CERTAIN CLASS OF SELF-ADJOINT DIFFERENTIAL OPERATORS AND ITS APPLICATION TO AXISYMMETRIC BOUNDARY VALUE PROBLEMS IN ELASTODYNAMICS 

## 1. INTRODUCTION

In this work an inategral representation of the Dirac delta function required for solving the axisymmetric boundary value problem has been derived first. This representation is particularly suitable for problems where mixed boundary conditions are encountered. Following Friedmann [1966], by contour integration of a suitable Green's function, integral representation of $\delta\left(\mathrm{R}-\mathrm{R}_{\mathrm{o}}\right)$ $\left(R, R_{0}>1\right)$ has been derived. This representation has been used to solve a particular type of axisymmetric problem in elastodynamics.

The problem treated is that of a semi-infinite elastic body containing a circular cylindrical cavity, whose axis is perpendicular to the plane surface. The semi-infinite medium is subjected to an axisymmetric concentric torque applied dynamically as a step function in time at the plane surface.

At first Lamb [1904] investigated the classical normal loading problem of an elastic half-space. Similar type of problem was
investigated by Eason [1964], Mitra [1964], Chakraborty and De [1971] and many others. They are all point source problems in a: homogeneous semi-infinite medium.

The propagation of elastic waves, due to applied boundary tractions, in semi-infinite media containing internal boundaries has as yet not been studied to any large extent.

An earlier and comprehensive survey of the field is given by Scott and Miklowitz [1964]. Recentiy this type of work has been done by Johnson and Parnes [1977].

We have solved the problem of the SH-type of elastic wave propagation in the semi-infinite medium due to a ring source producing SH-waves in the presence of a circular cylindrical cavity (case 1). The problem of SH-wave propagation in the presence of rigid circular cypindrical inciusion in the semi-infinite medium due to the ring source has also been treated in the case 2 .

## 2. INTEGRAL REPRESENTATION OF A DIRAC DELTA FUNCTION

Consider the operator $L$ with $\lambda$ as a complex parameter, where

$$
\begin{equation*}
L \equiv \frac{d}{d r}\left(r \frac{d}{d r}\right)+\lambda r-\frac{1}{r} \tag{1}
\end{equation*}
$$

whose domain, $D$, is the set of all twice-differentiable functions $u(r), a<r<\alpha$ such that

$$
\begin{equation*}
r \frac{d u}{d r}-u=0 \quad \text { at } r=a>0 \tag{i}
\end{equation*}
$$

(ii) the behaviour of $u$ as $r \rightarrow \alpha$ is that of an outgoing wave.

The solutions of $L G_{1}=0$ which satisfy (i) are

$$
\begin{equation*}
G_{1}=A_{1}\left[J_{1}(\sqrt{\lambda} r) Y_{2}(\sqrt{\lambda a})-Y_{1}(\sqrt{\lambda} r) J_{2}(\sqrt{\lambda} a)\right], \quad a<r<r_{0}, \tag{2}
\end{equation*}
$$

Where $A_{1}$ is an arbitrary constant and $J_{n}$ and $Y_{n}$ are the Bessel functions of the first and second kind, respectively.

Again the function $G_{2}$ which will satisfy $L G_{2}=0$ and the condition (ii) can be written as

$$
\begin{equation*}
G_{2}=A_{2} H_{1}^{(1)}(\sqrt{\lambda} r) \quad\left(a<r_{0}<r<\infty\right), \tag{3}
\end{equation*}
$$

where $A_{2}$ is an arbitrary constant and $H_{n}^{(1)}$ is the Hankel function of the first kind of order $n$.

From Eqs. (2) and (3) the Green's function $G$ satisfying the equation $L G=-\delta\left(r-r_{G}\right)$ and the conditions (i) and (ii) mentioned above is given by (e.f. Friedmann [1966])

$$
G\left(r, r_{0} ; \lambda\right)=
$$

$$
\begin{gather*}
=-\frac{\pi H_{i}^{(1)}\left(\sqrt{\lambda} r_{0}\right)}{2 H_{2}^{(1)}(\sqrt{\lambda} a)}\left[J_{1}(\sqrt{\lambda} r) Y_{2}(\sqrt{\lambda} a)-Y_{1}(\sqrt{ } \cdot r) J_{2}(\sqrt{ } \cdot a)\right] H\left(r_{0}-r\right)- \\
-\frac{\pi H_{i}^{(1)}(\sqrt{\lambda} r)}{2 H_{2}^{(1)}(\sqrt{\lambda} a)}\left[J_{1}\left(\sqrt{\lambda} r_{0}\right) Y_{2}(\sqrt{ } \cdot a)-Y_{1}\left(\sqrt{\lambda} r_{0}\right) J_{2}(\sqrt{ } \lambda a)\right] H\left(r-r_{0}\right) \\
0<\operatorname{arg\lambda }<2 \pi \tag{4}
\end{gather*}
$$

Now consider

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint G\left(r, r_{0} ; \lambda\right) r d \lambda \tag{5}
\end{equation*}
$$

where the contour of integration in the $\lambda-p l a n e$ is shown in Fig. 1. Since $G$ has a branch point at $\lambda=0$, we introduce a branch cut in the complex. $\lambda$-plane along the positive real axis and then take the contour as a large circie of radius $R_{1}^{2}$, having the centre at $\lambda=0$, not crossing the branch cut. In terms of Hankel functions Eq. (4) can be written as

$$
\begin{align*}
& \frac{\pi}{4 i}\left[H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{i}^{(1)}(\sqrt{\lambda} r) \frac{H_{2}^{(2)}(\sqrt{\lambda} a)}{H_{2}^{(1)}(\sqrt{\lambda} a)}-H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{i}^{(2)}(\sqrt{\lambda} r)\right] H\left(r_{0}-r\right)+ \\
& +\frac{\pi}{4 i}\left[H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{1}^{(1)}(\sqrt{\lambda} r) \frac{H_{2}^{(2)}(\sqrt{ } a)}{H_{2}^{(1)}(\sqrt{\lambda} a)}-H_{1}^{(1)}(\sqrt{\lambda}) H_{i}^{(2)}\left(\sqrt{\lambda} r_{0}\right)\right] H\left(r-r_{0}\right) \tag{6}
\end{align*}
$$



Fig. 1. Circular contour of integration $A B A^{\prime}$ in the $\lambda$-plane.

For large $|z|$, the asymptotic behaviour of $H_{n}^{(1)}(z)$ and $H_{n}^{(2)}(z)$ are (Lebedev [1965])

$$
\begin{align*}
& H_{n}^{(1)}(z) \sim \sqrt{\frac{2}{\pi z}} \exp \left[i\left(z-\frac{n \pi}{2}-\frac{\pi}{4}\right]\right]  \tag{7}\\
& H_{n}^{(2)}(z) \sim \sqrt{\frac{2}{\pi z}} \exp \left[-i\left(z-\frac{n \pi}{2}-\frac{\pi}{4}\right)\right]
\end{align*}
$$

Thus, for large values of $|\lambda|$, from the relations (7) we obtain

$$
H_{i}^{(1)}\left(\lambda r_{0}\right) H_{i}^{(1)}(\sqrt{\lambda}) \frac{H_{\underline{z}}^{(2)}(\sqrt{\lambda} a)}{H_{2}^{(1)}(\sqrt{\lambda} a)} \sim \frac{2}{\pi \sqrt{\lambda r r_{0}}} \exp \left[i \sqrt{\lambda}\left(r+r_{0}-2 a\right)+i \pi\right],
$$

$$
\begin{equation*}
H_{i}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{i}^{(2)}(\sqrt{\lambda} r) \sim \frac{2}{\pi \sqrt{\lambda r r_{0}}} \exp \left[i \sqrt{\lambda}\left(r_{0}-r\right)\right] \tag{8}
\end{equation*}
$$

$$
H_{1}^{(1)}(\sqrt{\lambda} r) H_{1}^{(2)}\left(\sqrt{\lambda} r_{0}\right) \sim \frac{2}{\pi \sqrt{\lambda r r_{0}}} \exp \left[i \sqrt{\lambda}\left(r-r_{0}\right)\right]
$$

If we put $\lambda=k^{2}$, then the circle in the $\lambda$-plane becomes a semi-circular arc $C$ of radius $R_{1}$ in the upper half of the k-plane (shown in Fig.2.) Consequently, for large values of $\mathrm{R}_{1}$ the integral


Fig. 2. DED' - the semi-circular path of integration C in the $K-p l a n e$.

$$
\begin{gathered}
\frac{1}{2 \pi} \sqrt{\frac{r}{r_{0}}} \int_{c}\left[\exp \left\{i k\left(r_{0}-r\right)\right\} H\left(r_{o}-r\right)+\exp \left\{i k\left(r-r_{o}\right)\right\} H\left(r-r_{0}\right)\right] d k- \\
-\frac{1}{2 \pi} \int_{c} \sqrt{\frac{r}{r_{0}}} \exp \left\{i k\left(r+r_{0}-2 a\right)\right\} d k
\end{gathered}
$$

$$
=-\frac{1}{2 \pi} \sqrt{\frac{r}{r_{0}}} \int_{-k_{1}}^{\mathrm{P}} \exp \left(i k\left|r-r_{0}\right|\right) d k+
$$

$$
\begin{gather*}
+\frac{1}{2 \pi} \sqrt{\frac{r}{r_{0}}} \int_{-R_{1}}^{R_{1}} \exp \left\{i k\left(r+r_{0}-2 a\right)\right\} d k \\
=-\frac{1}{\pi} \sqrt{\frac{r}{r_{0}}} \frac{\sin R_{1}\left(r-r_{0}\right)}{r-r_{0}}+\frac{1}{\pi} \sqrt{\frac{r}{r_{0}}} \frac{\sin R_{i}\left(r+r_{0}-2 a\right)}{r+r_{0}-2 a} . \tag{9}
\end{gather*}
$$

Our object is to show that the integral (5) represents $-\hat{i}\left(r-r_{0}\right)$ when $R_{i} \rightarrow \infty$. To justify the statement, consider a testing function $\phi(r)$, in $D$ which is continuous, has a continuous derivative of order two and vanishes outside a finite interval.. Then, from the relations (5) and (9)
$\lim \int \phi(r) \frac{1}{2 \pi i} \oint G\left(r, r_{0} ; \lambda\right) r d \lambda d r$ $\mathrm{R}_{\mathbf{1}} \rightarrow \infty \quad a$

$$
\begin{aligned}
& =-\lim _{\mathbf{R}_{i} \rightarrow \infty} \frac{1}{\pi} \int_{a}^{\infty} \phi(r) \sqrt{\frac{r}{r_{0}}} \frac{\operatorname{sinR}_{i}\left(r-r_{0}\right) d r}{\left(r-r_{0}\right)}+ \\
& \quad+\lim _{R_{1} \rightarrow \infty} \frac{1}{\pi} \int_{a}^{\infty} \phi(r) \sqrt{\frac{r}{r_{0}}} \frac{\operatorname{sinR}_{1}\left(r+r_{0}-2 a\right) d r}{\left(r+r_{0}-2 a\right)} \\
& =-\phi\left(r_{0}\right)
\end{aligned}
$$

where we have used the result of Dirichlet integral and Riemann-Lebesgue Lemma (Whittaker and Watson [1963]).

Therefore

$$
\lim _{R_{i} \rightarrow 0} \frac{1}{2 \pi i} \oint G\left(r, r_{0} ; \lambda\right) r d \lambda=-\delta\left(r-r_{0}\right) .
$$

To obtain an alternative integral representation, which will be useful for our subsequent application in physical problems, we consider the contour $\Gamma$ (Fig. 3) consisting of the real axis from $k=$ $\rho$ to $k=R_{1}$, where $0<\rho<R_{1} ;$ a semi-circle $C$ of radius $R_{1}$ above the real axis; the real axis again from $-R_{1}$ to $-\beta$; and finally a semi-circle $y$ of radius $\rho$ above the real axis with the centre at the origin. We take $\rho$ small and $R_{i}$ large.

The integrand $2 G\left(r, r_{0}, k^{2}\right) k r$ has no singularity inside the contour $\Gamma$, and so the value of the integral


Fig. 3. FDED' $F^{\prime} F-$ thr path of integration. $\Gamma$ in the K-plane.

$$
\frac{1}{2 \pi i} \int G\left(r, r_{0} ; k_{0}^{2}\right) 2 k r d k=0
$$

$$
\begin{align*}
& \mathrm{R}_{1} \\
& \text { i.e. } \\
& \frac{1}{2 \pi i} \int G\left(r, r_{0} ; k^{2}\right) 2 k r d k=-\frac{1}{2 \pi i} \int G\left(r, r_{0} ; u^{2}\right) 2 u r d u+ \\
& \text { C } \\
& p \\
& +\frac{1}{2 \pi i} \int^{R} G\left(r, r_{0} ; e^{2 \pi i} u^{2}\right) 2 r u d u- \\
& \rho \\
& -\frac{1}{2 \pi} \int_{0}^{\pi} G\left(r, r_{0} ; p^{2} e^{2 i \varphi}\right) 2 r_{p}^{2} e^{2 i \varphi} d \theta . \tag{10}
\end{align*}
$$

The behaviour of $Y_{n}(z)$ for small values of $|z|$ is described by the formula (Lebedev [1965])

$$
Y_{n}(z) \sim-\frac{2^{n} \Gamma(n)}{\pi z^{n}}
$$

and $J_{n}(z)$ is bounded for small values of $|z|$ when $n$ is a positive integer. Using these results we conclude

$$
\left|G\left(r, r_{0} ; \rho^{2} e^{2 i \theta}\right) \rho\right|
$$

is bounded for small values of $\rho$. Hence

$$
\lim _{0 \rightarrow 0} \frac{1}{\pi} \int_{0}^{\pi} G\left(r, r_{0} ; \rho^{2} e^{2 i \theta}\right) e^{2 i \theta} \rho^{2} r d \theta=0
$$

Letting $\rho \rightarrow 0$ and $R_{i} \rightarrow \infty$ in (10), we get

$$
\begin{align*}
\hat{g}\left(r-r_{0}\right) & =-\lim _{R_{i} \rightarrow \alpha} \frac{1}{2 \pi i} \int_{0} G\left(r, r_{0} ; k^{2}\right) 2 k r d k \\
& =\frac{1}{2 \pi i} \int_{0}^{\infty}\left[G\left(r, r_{0} ; k^{2}\right)-G\left(r, r_{0} ; k^{2} e^{2 i \pi}\right)\right] 2 k r d k .
\end{align*}
$$

From Eq. (4)

$$
\begin{aligned}
& G\left(r, r_{0} ; k^{2}\right)-G\left(r, r_{0} ; k^{2} e^{2 i n}\right)= \\
& =-\frac{\pi}{2}\left[\frac{J_{1}\left(k r_{0}\right)+i Y_{1}\left(k r_{0}\right)}{J_{2}(k a)+i Y_{2}(k a)}-\frac{J_{1}\left(k r_{0}\right)-i Y_{1}\left(k r_{0}\right)}{J_{2}(k a)-i Y_{2}(k a)}\right] \times \\
& X\left[J_{1}(k r) Y_{2}(k a)-Y_{1}(k r) J_{2}(k a)\right] H\left(r_{0}-r\right)- \\
& -\frac{\pi}{2}\left[\frac{J_{1}(k r)+i Y_{1}(k r)}{J_{2}(k a)+i Y_{2}(k a)}-\frac{J_{1}(k r)-i Y_{1}(k r)}{J_{2}(k a)-i Y_{2}(k a)}\right] \times \\
& x\left[J_{i}\left(k r_{0}\right) Y_{2}(k a)-Y_{i}\left(k r_{0}\right) J_{z}(k a)\right] H\left(r-r_{0}\right) \\
& =i \pi \frac{\left[J_{1}(k r) Y_{2}(k a)-Y_{1}(k r) J_{2}(k a)\right]\left[J_{1}\left(k r_{0}\right) Y_{2}(k a)-Y_{1}\left(k r_{0}\right) J_{2}(k a)\right]}{J_{2}^{2}(k a)+Y_{2}^{2}(k a)}
\end{aligned}
$$

Substituting this expression in Eq. (11), we get

$$
\hat{b}\left(r-r_{0}\right)=
$$

$$
=\int_{0}^{\omega} \frac{\left[J_{1}\left(k r_{0}\right) Y_{2}(k a)-Y_{1}\left(k r_{0}\right) J_{2}(k a)\right]\left[J_{1}(k r) Y_{2}(k a)-Y_{1}(k r) J_{2}(k a)\right]}{J_{2}^{2}(k a)+Y_{2}^{2}(k a)} r k d k
$$

Substituting $r / a=R, r_{0} / a=R_{0}$ and $k a=\gamma$, Eq.(12) can be written as

$$
\begin{align*}
& \hat{\theta}\left(R-R_{0}\right)= \\
= & \int_{0}^{\infty} \frac{\left[J_{1}\left(y R_{0}\right) Y_{2}(y)-Y_{1}\left(\gamma R_{0}\right) J_{2}(y)\right]\left[J_{1}(\gamma R) Y_{2}(\gamma)-Y_{1}(\gamma R) J_{2}(\gamma)\right]}{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)} R_{y} y \tag{13}
\end{align*}
$$

Since $\delta\left(R-R_{0}\right)$ is symmetric with respect to $R$ and $R_{0}$, then, on the right hand side of Eq. (13), $R$ and $R_{o}$ can be interchanged. So we write •

$$
\begin{align*}
& \theta\left(R-R_{0}\right)= \\
= & R_{0} \int_{0}^{\infty} \frac{\gamma\left[J_{1}\left(\gamma R_{0}\right) Y_{2}(\gamma)-Y_{1}\left(\gamma R_{0}\right) J_{2}(\gamma)\right]\left[J_{1}(\gamma R) Y_{2}(\gamma)-Y_{1}(\gamma R) J_{2}(\gamma)\right]}{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)} d y . \tag{14}
\end{align*}
$$

3. FORMULATION AND GENERAL SOLUTION (CASE - 1 )

Case 1. We shall now use the integral representation of the delta function given by Eq. (13) to derive the time dependent response of an isotropic linearly elastic half-space containing a cylindrical cavity of radius a due to a ring source. The axis of the cylider considered as the z-axis, which is perpendicular to the plane surface, is directed downwards (Fig.4). A torque is applied on the free surface of the half-space over the rim of a concentric circle of radius $r=r_{0}\left(r_{0}>a\right)$ for $t \geq 0$. Therefore on the cavity surface $r=a$

$$
\begin{equation*}
\tau_{r \theta}=\mu\left(\frac{\partial u_{\theta}}{\partial r}-\frac{u_{\theta}}{r}\right)=0 \tag{15}
\end{equation*}
$$

and on the plane surface $z=0$

$$
\begin{equation*}
\tau_{\theta z}=\mu \frac{\partial u_{\theta}}{\partial z}=\delta\left(r-r_{0}\right) H(t) \quad\left(a<r<0, r_{0}>a\right) \tag{16}
\end{equation*}
$$

where $\mu$ is Lame's constant, $\sigma$ is the Dirac delta function and $H$ is the unit step function.

Now the only non-zero equation of motion is

$$
\begin{equation*}
\frac{\partial^{2} u_{\theta}}{\partial r^{2}}+\frac{1}{r} \frac{\partial u_{\theta}}{\dot{\partial} r}+\frac{\dot{\partial}^{2} u_{\theta}}{\dot{\partial z}}-\frac{u_{\theta}}{r^{2}}=\frac{1}{\rho^{2}} \frac{\dot{\theta}^{2} u_{\theta}}{\dot{\partial} t^{2}}, \tag{17}
\end{equation*}
$$



Fig. 4. Geometry of the problem.
where $\beta=\sqrt{\mu / \rho}$ is the shear wave velocity.
Changing the independent variables ( $r, z, t$ ) to the no-dimensional variables ( $R, Z, \tau$ ) defined by

$$
\begin{equation*}
R=\frac{r}{a}, z=\frac{z}{a}, \tau=\frac{r t}{a}, \quad R_{0}=\frac{r_{0}}{a} \tag{18}
\end{equation*}
$$

the above equation reduces to

$$
\begin{equation*}
\frac{\dot{\partial}^{2} u_{\theta}}{\partial \mathrm{R}^{2}}+\frac{1 \dot{\partial} u_{\theta}}{\mathrm{R}}+\frac{\dot{\partial}^{2} u_{\theta}}{\partial \mathrm{R}}-\frac{u_{\theta}}{\partial Z^{2}}-\mathrm{R}^{2} \quad=\frac{\dot{\partial}^{2} u_{\theta}}{\partial \tau^{2}} \tag{19}
\end{equation*}
$$

and boundary conditions become

$$
\begin{equation*}
\tau_{r e}=-\frac{\mu}{a}\left[\frac{\partial u_{\theta}}{\partial R}-\frac{u_{\theta}}{R}\right]=0 \quad \text { on } R=1 \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{\theta \bar{a}}=-\frac{d u_{e}}{a \partial z}=\frac{1}{a} \delta\left(R-R_{0}\right) H(t) \quad \text { on } \quad Z=0 \text {. } \tag{21}
\end{equation*}
$$

Now, taking the Laplace transform with respect to nondimensional time ( $r$ ) and assuming the homogeneous initial conditions

$$
u_{e}(R, z, 0)=\frac{\partial u_{e}(R, Z, 0)}{\partial t}=0 \quad \text { at } t=0
$$

Eq. (19) takes the form

$$
\begin{equation*}
\frac{\dot{\partial}^{2} \tilde{u}_{\theta}}{\partial R^{2}}+\frac{1 \dot{\partial} u_{\theta}}{R} \frac{\partial^{2} \tilde{u}^{2}}{\partial R}+\frac{\tilde{u}_{\theta}}{\partial Z^{2}}-\frac{R^{2}}{R^{2} \tilde{u}_{\theta}} \tag{22}
\end{equation*}
$$

0
where $\quad \tilde{u}_{e}=\int u_{e} e^{-s \tau} d \tau$.
0

Take solution of Eq. (22) in the form

$$
\begin{equation*}
\tilde{u}_{e}(R, Z, s)=\int_{0}^{\infty}\left[A_{i}(\gamma) J_{i}(\gamma R)+B_{i}(\gamma) Y_{i}(\gamma R)\right] e^{-\sqrt{s^{2}+\gamma^{2}} z} d \gamma, \tag{24}
\end{equation*}
$$

where $\gamma$ is real, $J_{1}$ and $\gamma_{i}$ are Bessel functions of the first and second kind respectively.

Using the boundary condition (20), we obtain

$$
\begin{equation*}
B_{i}(\gamma)=-A_{1}(\gamma) \frac{J_{2}(\gamma)}{Y_{Z}(\gamma)} \tag{25}
\end{equation*}
$$

Substituting the value of $B_{1}(y)$ in Ea. (24), we have

$$
\begin{equation*}
\tilde{u}_{e}(R, Z, s)=\int_{0}^{\infty} A(\gamma)\left[J_{1}(\gamma R) Y_{2}(\gamma)-J_{2}(\gamma) Y_{1}(\gamma R)\right] e^{-\sqrt{s^{2}+y^{2}}} \bar{Z} d y, \tag{26}
\end{equation*}
$$

where $\quad A(\gamma)=\frac{A_{i}(\gamma)}{Y_{Z}(\gamma)}$.

Therefore the transformed stress component reduces to

$$
\begin{equation*}
\tilde{\tau}_{\varrho z}=\frac{\mu}{a} \int_{0}^{\mu} A(\gamma)\left(\gamma^{2}+s^{2}\right)^{1 / 2} C_{2}(\gamma R) e^{-\sqrt{\gamma^{2}+s^{2}} Z} d y \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{2}(\gamma R)=J_{2}(\gamma) Y_{1}(\gamma R)-Y_{2}(\gamma) J_{1}(\gamma R) . \tag{29}
\end{equation*}
$$

Now, using the representation (29), Eq. (14) becomes

$$
\begin{equation*}
\dot{S}\left(R-R_{0}\right)=R_{0} \int_{0}^{\infty} \frac{\gamma C_{2}(\gamma R) C_{2}\left(\gamma R_{0}\right)}{J_{2}^{2}(\gamma)+\gamma_{2}^{2}(\gamma)} d y \tag{30}
\end{equation*}
$$

Using Eqs. (21), (28) and (30), the value of $A(y)$ is obtained as

$$
\begin{equation*}
\mathrm{A}(\gamma)=\frac{\mathrm{R}_{0}}{\mu \mathrm{~s}} \frac{\gamma \mathrm{C}_{2}\left(\gamma R_{0}\right)}{\left(s^{2}+\gamma^{2}\right)^{1 / 2}\left\{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)\right\}} \tag{31}
\end{equation*}
$$

Therefore $\tilde{u}_{0}$ becomes
$\tilde{u}_{e}(R, Z, s)=-\frac{R_{0}}{\mu s} \int_{0}^{\omega} \frac{\gamma C_{2}(\gamma R) C_{2}\left(y R_{0}\right)}{\left(y^{2}+s^{2}\right)^{1 / 2}\left\{J_{2}^{2}(\gamma)+\gamma_{2}^{2}(\gamma)\right\}} e^{-\sqrt{\gamma^{2}+s^{2}} Z_{d y}}$.

On the plane boundary $z=0$

$$
\begin{equation*}
\tilde{u}_{\theta}(R, 0, s)=-\frac{R_{0}}{\mu s} \int_{0}^{\alpha} \frac{\gamma C_{2}(\gamma R) C_{2}\left(\gamma R_{0}\right)}{\left(\gamma^{2}+s^{2}\right)^{1 / 2}\left\{J_{2}^{2}(\gamma)+\gamma_{2}^{2}(\gamma)\right\}} d_{\gamma} . \tag{33}
\end{equation*}
$$

Now, introducing the change of the variable $y=s$ into the above expression (33), we obtain

$$
\begin{equation*}
\tilde{u}_{\theta}(R, 0, s)=-\frac{R_{0}}{\mu} \int_{0}^{\infty} \frac{\zeta c_{2}\left(s \zeta \zeta^{2}\right) C_{2}\left(s \zeta R_{0}\right)}{\left(\zeta_{1}^{2}+1\right)^{1 / 2}\left\{J_{2}^{2}(s \zeta \zeta)+Y_{2}^{2}(s \zeta)\right\}} d \zeta . \tag{34}
\end{equation*}
$$

Next, using

$$
\begin{equation*}
J_{n}\left(s(C)=\frac{H_{n}^{(1)}(s \zeta R)+H_{n}^{(2)}(s \zeta R)}{2}\right. \tag{35}
\end{equation*}
$$

and

$$
Y_{n}(s \zeta R)=\frac{H_{n}^{(1)}(S \zeta R)-H_{n}^{(2)}(S \zeta R)}{2 i},
$$

we obtain

$$
\begin{align*}
C_{2}(s \zeta R) & =J_{2}(s \zeta) Y_{1}(s \zeta R)-Y_{2}\left(s(\zeta) J_{1}(s \zeta R)\right. \\
& =\frac{1}{2 i}\left[H_{1}^{(1)}\left(s(\zeta) R H_{2}^{(2)}(s \zeta)-H_{1}^{(2)}(s \zeta R) H_{2}^{(1)}(s \zeta)\right]\right. \tag{36}
\end{align*}
$$

and

$$
C_{2}\left(s \zeta R_{0}\right)=\frac{1}{2 i}\left[H_{i}^{(1)}\left(s \zeta R_{0}\right) H_{2}^{(2)}(s i \zeta)-H_{i}^{(2)}\left(s\left\langle R_{0}\right) H_{2}^{(1)}(s \zeta \zeta)\right] . \quad\left(36^{\prime}\right)\right.
$$

Also

$$
J_{2}^{2}(s \zeta)+Y_{2}^{2}(s \zeta)=H_{2}^{(1)}(s \zeta) H_{2}^{(2)}(s \zeta) .
$$

Therefore, Eq. (34) becomes

$$
\begin{equation*}
\tilde{u}_{\theta}(R, 0, s)=-\frac{R_{0}}{4 \mu} \int_{0}^{\omega} \frac{\zeta}{\sqrt{\left(\zeta_{0}^{2}+1\right)}} F\left(R, R_{0}, S \zeta\right) d \zeta, \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
& F\left(R, R_{0}, S(i)=F_{1}\left(R, R_{0}, S(i)+F_{2}\left(R, R_{0}, S i()\right.\right.\right. \\
& =F_{i}\left(R_{0}, R, S i\right)+F_{2}\left(R_{0}, R \cdot S(i)\right. \\
& =F\left(R_{u}, R, S \dot{c}\right) \tag{38}
\end{align*}
$$

and

$$
\begin{align*}
& F_{2}\left(\alpha, \beta, s(\bar{l})=H_{1}^{(1)}(s \zeta \beta)\left\{H_{1}^{(2)}(s(\alpha) \alpha)-H_{1}^{(1)}\left(s(\bar{c} \alpha) \frac{H_{2}^{(2)}(s \zeta)}{H_{2}^{(1 ;}(s(\zeta)}\right\} .\right.\right.
\end{align*}
$$

Using the asymptotic values of the Hankel functions for a large argument, it can be shown that

$$
\begin{equation*}
\frac{\zeta F_{i}\left(R, R_{0}, S C_{0}\right)}{\sqrt{\left(C^{2}+1\right)}} \rightarrow \frac{2}{\pi S V_{0}}\left[e^{-i S R_{0}\left(R_{0}-R\right)}+e^{-i S \zeta\left(R+R_{0}-2\right)}\right] \tag{39}
\end{equation*}
$$

as $|S| \rightarrow \infty$, showing that $\frac{\zeta F_{i}\left(R, R_{0}, S()\right.}{\sqrt{\left(G_{0}^{2}+1\right)}}$ vanishes over a large circular arc in the forth quadrant of the complex $\{$-plane for $R<R_{o}$.

$$
\frac{i F_{2}\left(R, R_{0}, s i\right)}{\sqrt{\left(\zeta_{0}^{2}+1\right)}} \rightarrow \frac{2}{\pi s i \sqrt{R R}_{0}}\left[e^{i s \zeta_{0}\left(R_{0}-R\right)}+e^{i S\left(\left(R+R_{0}-2\right)\right.}\right]
$$

showing that $\frac{\zeta F_{2}\left(R, R_{0}, S i\right)}{\sqrt{\left(\zeta_{i}^{2}+1\right)}}$ vanishes over a large circular arc in
the first quadrant of the complex $\subset-p l$ ane for $R\left\langle R_{g}\right.$. Therefore, for $R>R_{0}$,

$$
\frac{\zeta F_{2}\left(R_{0}, R, S i\right)}{\sqrt{\left(\zeta_{0}^{2}+1\right)}} \text { and } \frac{\zeta F_{2}\left(R_{0}, R, S \zeta\right)}{\sqrt{\left(\zeta_{i}^{2}+1\right)}}
$$

vanish over large circular arcs in the first and fourth quadrants, respectively, of the complex $r-p l a n e$.

Denoting the responses for field points inside ( $R<R_{o}$ ) and outside ( $R>R_{0}$ ) the source by the subscripts $I$ and $O$ respectively, we have for points inside the source ( $R<R_{0}$ )

$$
\begin{equation*}
\tilde{u}_{\Theta I}(R, 0, s)=-\frac{R_{0}}{4 \mu} \int_{0}^{\infty} \frac{\zeta}{\sqrt{\left(\zeta_{0}^{2}+1\right)}}\left[F_{2}\left(R, R_{0}, s \zeta\right)+F_{1}\left(R, R_{0}, s \zeta\right)\right] d \bar{\zeta} \tag{40}
\end{equation*}
$$

and for points outside the source $\left(R>R_{0}\right)$

$$
\tilde{u}_{00}(R, 0, s)=-\frac{R_{0}}{4 \mu} \int_{0}^{\infty} \frac{i_{0}}{\sqrt{\left(r_{0}^{2}+1\right)}}\left[F _ { 2 } \left(R_{0}, R, s(\ddot{C})+F_{4}\left(R_{0}, R, s(\tilde{C})\right] d \dot{U} . \quad\left(40^{*}\right)\right.\right.
$$

$$
\begin{equation*}
-\frac{R_{0}}{4,} \int_{0}^{\omega} \frac{\zeta}{\sqrt{\left(C_{0}^{2}+1\right)}} F_{2}\left(R, R_{0}, S C\right) d C \tag{41}
\end{equation*}
$$

which is the first part of $\tilde{u}_{e I}(R, 0, S)$ we note first that the integrand has branch points at $\ell= \pm i$ and also has a branch point at the origin of coordinates due to the presence of Hankel functions in the integrand. The integrand has also poles which correspond to the zeros of $H_{2}^{(1)}(S i)$ ). From Eq. (32) we note that in order that $\tilde{u}_{e}(R, Z, s)$ may be finite for large positive values of $Z$, $\left(\zeta^{2}+1\right)^{1 / 2}$ should have a positive real part on the path of integration. Accordingly, we draw cuts parallel to the real axis from $+i$ to $-0+i$ and from $-i$ to $\dot{\omega}-i$ to satisfy our requirement. $A$ cut along the negative real axis from the origin is also drawn to make Hankel functions single valued

$$
-\frac{R_{O}}{4 \mu} \frac{\zeta}{\sqrt{\left(U_{0}^{2}+1\right)}} F_{2}\left(R, R_{0}, S T\right)
$$

is now integrated along the quadrant of a large circle lying in the first quadrant of the complex $\langle-p l a n e$ as shown in Fig. 5a. Since poles of the integrand are out side the path of integration, the integral (41) becomes
a)
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Fig. 5. Integration paths in the complex $t_{\mathrm{s}}$-plane.

$$
\begin{gather*}
\frac{R_{0}}{4 \mu}\left[\int_{0}^{1} \frac{v}{\sqrt{\left(1-v^{2}\right)}} F_{2}\left(R, R_{o}, i s v\right) d v+\right. \\
\left.\quad+\int_{1}^{\infty} \frac{v}{i \sqrt{\left(v^{2}-1\right)}} F_{2}\left(R, R_{0}, i s v\right) d v\right] . \tag{42}
\end{gather*}
$$

Using the relations

$$
\begin{align*}
& H_{1}^{(i)}(i v)=-\frac{2}{\pi} K_{1}(v), \\
& H_{1}^{(2)}(i v)=-\frac{2}{\pi} K_{1}(v)+2 i I_{i}(v),  \tag{43}\\
& H_{2}^{(1)}(i v)=\frac{2 i}{\pi} K_{2}(v), \\
& H_{Z}^{(2)}(i v)=-2 I_{2}(v)-\frac{2 i}{\pi} K_{2}(v),
\end{align*}
$$

we have

$$
\begin{equation*}
F_{2}\left(R, R_{0}, i s v\right)=-\frac{4 i}{\pi} k_{1}\left(s \vee R_{0}\right)\left\{I_{1}(s \vee R)+k_{1}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} \tag{44}
\end{equation*}
$$

Therfore, the expression (42) becomes

$$
\begin{align*}
& -\frac{i R_{0}}{\mu \pi} \int_{0}^{1} \frac{v}{\sqrt{\left(1-v^{2}\right)}} K_{i}\left(s v R_{0}\right)\left\{I_{1}(s v R)+K_{i}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v- \\
& -\frac{R_{0}}{u \pi} \int_{1}^{\infty} \frac{v}{\sqrt{\left(v^{2}-1\right)}} K_{i}\left(s v R_{0}\right)\left\{I_{i}(s v R)+K_{i}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v . \tag{45}
\end{align*}
$$

The second part of $\tilde{u}_{\theta_{I}}(R, 0, s)$ is equal to

$$
\begin{equation*}
-\frac{R_{o}}{4 H} \int_{0}^{\sigma} \frac{\epsilon}{\sqrt{\left(t^{2}+1\right)}} F_{i}\left(R, R_{o}, S t\right) d t \tag{46}
\end{equation*}
$$

we draw cuts from $+i$ to $\alpha+i$ and from $-i$ to $-0-i$ as shown in Fig. (5b). A cut from the origin along the negative real axis is also drawn to make Hankel functions single valued.

Taking a quadrant of a large circular contour in the fourth quadrant (Fig. (5b)) and noting that the poles of $F_{i}\left(R, R_{o}, S\right.$ ) lie outside the contour, the integral (46) takes the form

$$
\begin{gather*}
\frac{R_{0}}{4 H}\left[\int_{0}^{1} \frac{v}{\sqrt{\left(1-v^{2}\right)}} F_{1}\left(R, R_{0},-i s v\right) d v-\right. \\
 \tag{47}\\
\left.-\int \frac{\omega}{1} \frac{v}{i \sqrt{\left(v^{2}-1\right)}} F_{1}\left(R, R_{0},-i s v\right) d v\right] .
\end{gather*}
$$

Using the relations

$$
\begin{aligned}
& H_{1}^{(1)}(-i v)=-\frac{2}{\pi} K_{1}(v)-2 i I_{1}(v), \\
& H_{1}^{(2)}(-i v)=-\frac{2}{\pi} K_{1}(v),
\end{aligned}
$$

$$
\begin{align*}
& H_{2}^{(1)}(-i v)=-2 I_{2}(v)+\frac{2 i}{\pi} K_{2}(v), \\
& H_{2}^{(2)}(-i v)=-\frac{2 i}{\pi} k_{2}(v),
\end{align*}
$$

the expression (47) becomes

$$
\begin{align*}
& \frac{i R_{0}}{\mu \pi} \int_{0}^{1} \frac{v}{\sqrt{\left(v^{2}-1\right)}} K_{1}\left(s v R_{0}\right)\left\{I_{1}(s v R)+K_{1}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v- \\
& -\frac{R_{0}}{\mu \pi} \int \frac{v}{1 \sqrt{\left(v^{2}-1\right)}} K_{i}\left(s v R_{0}\right)\left\{I_{i}(s \vee R)+K_{i}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v . \tag{49}
\end{align*}
$$

Adding the relations (45) and (49), we obtain

$$
\begin{align*}
& \tilde{u}_{\Delta I}(R, 0, s)=-\frac{2 R_{o}}{\mu \pi} \int_{1}^{\omega} \frac{v}{\sqrt{\left(v^{2}-1\right)}} k_{i}\left(s v R_{0}\right) x \\
& \times\left\{I_{1}(s \vee R)+k_{i}(s v R) \frac{I_{2}(s v)}{k_{2}(s v)}\right\} d v \tag{50}
\end{align*}
$$

Similarly, it can be shown that

$$
\begin{aligned}
\tilde{u}_{00}(R, 0, s)=-\frac{2 R_{0}}{\mu \pi} & \int_{i}^{\underline{\omega}} \frac{v}{\sqrt{\left(v^{2}-1\right)}} k_{i}(s v R) x \\
& \times\left\{I_{1}\left(s v R_{0}\right)+k_{i}\left(s v R_{0}\right) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v \cdot\left(50^{\prime}\right)
\end{aligned}
$$ the displacement of points inside the source. Therefore

$$
\begin{equation*}
u_{\Theta I}(R, 0, \tau)=-\frac{1}{2 \pi i} \frac{2 R_{o}}{\mu \pi} \int_{B r} e^{\tau s_{d s}} \int_{i}^{\infty} \frac{v}{\sqrt{\left(v^{2}-1\right)}} \tilde{E}(s v) d v, \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{E}(s v)=k_{i}\left(s \vee R_{0}\right)\left\{I_{i}(s v R)+K_{i}(s v R) \frac{I_{2}(s v)}{K_{z}(s v)}\right\} . \tag{52}
\end{equation*}
$$

Introducing the change of variable $p=s v$, and changing the order of integration

$$
\begin{gather*}
u_{e I}(R, 0, \tau)=-\frac{2 R_{0}}{\mu \pi} \int_{1}^{\infty} \frac{1}{\sqrt{\left(v^{2}-1\right)}} d v\left[\frac{1}{2 \pi i} \int_{\text {日r }} e^{(\tau / v) p} \tilde{E}(p) d p\right] \\
=-\frac{2 R_{0}}{\mu \pi} \int \frac{1}{1} \sqrt{\left(v^{2}-1\right)}  \tag{53}\\
E(\tau / v) d v \\
E(\tau / v)=E^{-1}\{\tilde{E}(p)\} .
\end{gather*}
$$

where

We note that $\tilde{E}(p)$ possesses no poles and is analytic for $p$ > 0. It has a branch point at the origin and therefore a cut is drawn from the origin along the negative real axis of the complex p-plane in order to make $\tilde{E}(p)$ single valued.

Drawing a large semi-circular contour to the right of the

Bromwich path $A B$ in the complex $p-p l a n e$, we conclude that $E(\tau / V)=$ 0 if the integral

$$
\frac{1}{2 \pi i} \int_{B C^{\prime} A} \tilde{E}(p) e^{(\tau / V) p} d p=0
$$

over the semi-circular arc $B C^{\prime} A$ (Fig. 6).

Now

$$
\begin{align*}
E(p)= & -\frac{1}{2 \pi i} \iint_{B C^{\prime} A} \tilde{E}(p) e^{i \tau / V i p} d p \\
= & -\frac{1}{2 \pi i} \int_{B C^{\prime} A} K_{1}\left(p R_{0}\right) I_{1}(p R) e^{i \tau / v) p_{d p}-} \\
& -\frac{1}{2 \pi i} \int_{B C^{\prime} A} K_{1}\left(p R_{0}\right) K_{1}(p R) \frac{I_{2}(p)}{K_{2}(p)} e^{i \tau / V) p} d p . \tag{54}
\end{align*}
$$

since

$$
e^{i T \cdot V i p} K_{i}\left(p R_{0}\right) I_{i}(p R) \sim \frac{1}{2 p \sqrt{R R_{0}}} e^{\left[\frac{\tau}{V}-\left\{R_{0}-R\right)\right] p}
$$

and

then the first integral on the right hand side of Eq. (54) vanishes for $0<\tau / V<\left(R_{0}-R\right)$, whereas the second integral vanishes for $0<r / v<\left(R+R_{0}-2\right)$.


Fig. 6. Laplace inversion contour.

Therefore

$$
E(\tau / V)= \begin{cases}0, & \text { for } 0<\tau / V<\left(R_{0}-R\right),  \tag{55}\\ E^{\text {L }}(\tau / V), & \text { for }\left(R_{0}-R\right)<\tau / V<\left(R+R_{0}-2\right), \\ E^{\text {L }}(\tau / V), & \text { for }\left(R+R_{0}-2\right)<\tau / V .\end{cases}
$$

where

$$
\begin{align*}
& E^{D}(\tau / V)=E^{-1}\left[k_{1}\left(p R_{0}\right) I_{1}(p R)_{\cdot}\right]  \tag{56}\\
& E^{R}(\tau / v)=E^{-1}\left[k_{1}\left(p R_{0}\right) I_{1}(p R)+k_{1}\left(p R_{0}\right) K_{1}(p R) \frac{I_{2}(p)}{K_{2}(p)}\right] .
\end{align*}
$$

For value of $r / v$ lying in the range $\left(R_{0}-R\right)<\tau / v<\left(R+R_{0}-2\right)$

$$
\begin{equation*}
E(\tau / V)=E^{D}(\tau / V)=\frac{1}{2 \pi i} \int_{\text {Er }} K_{i}\left(p R_{0}\right) I_{1}(p R) e^{i \tau / V p} d p \tag{57}
\end{equation*}
$$

Therefore, putting $r / v=\left(R_{o}-R+y\right)$, where $y>0$

$$
E^{D}\left(R_{0}-R+y\right)=\frac{1}{2 \pi i} \int_{\operatorname{Br}}\left[K_{i}\left(p R_{0}\right) e^{p R} 0\right]\left[I_{i}(p R) e^{-p R}\right] e^{y p} d p
$$

From the Laplace inversion table Erdelyi [1954], we find that

$$
\psi^{-1}\left[k_{i}\left(p R_{0}\right) e^{p R_{0}}\right]=\frac{H(y)\left(y+R_{0}\right)}{R_{0}\left\{y\left(y+2 R_{0}\right\}^{1 / 2}\right.}
$$

and

$$
\mathscr{E}^{-1}\left[I_{1}(p R) e^{-p R}\right]=\frac{[H(y)-H(y-2 R)](R-y)}{\pi R\{y(2 R-y)\}^{1 / 2}}
$$

So by the convolution theorem

$$
\begin{equation*}
E^{D}\left(R_{0}-R+y\right)=\int_{0}^{y} \frac{[H(\eta)-H(\eta-2 R)] H(y-\eta)(R-\eta)\left(y-\eta+R_{0}\right)}{\pi R R_{0}\left[\eta(2 R-\eta)(y-\eta)\left(y-\eta+2 R_{0}\right)\right]^{1-2}} d \eta \tag{58}
\end{equation*}
$$

For $\tau / v$ lying in the range $\left(R_{0}-R\right)<\tau / V<\left(R+R_{0}-2\right), \tau / v$ must be less than $\left(R+R_{d}\right)$, i.e. $y<2 R$.

Therefore we can write

$$
E^{D}\left(R_{0}-R+y\right)=\int_{0}^{y} \frac{(R-\eta)\left(y-\eta+R_{0}\right)}{\pi R R_{0}\left[\eta(2 R-\eta)(y-\eta)\left(y-\eta+2 R_{0}\right)\right]^{1 / 2}} d \eta
$$

So

$$
\begin{align*}
E(\tau / v) & =E^{D}(\tau / V)= \\
& =\int_{0}^{\tau / v-R_{0}^{-R}} \frac{(R-\eta)(\tau / v+R-\eta) d \eta}{\pi R_{0}\left[\eta(2 R-\eta)\left(\tau / v-R_{u}+R-\eta\right)\left(\tau / v+R_{0}+R-\eta\right)\right]^{1 / 2}}  \tag{59}\\
& \text { for }\left(R_{0}-R\right)<(\tau / v)<\left(R+R_{0}-2\right) .
\end{align*}
$$

For values of $\tau / V$ satisfying the condition $\tau / V>R_{0} R_{0}-2$,

$$
\begin{aligned}
& E(\tau / v)=E^{R}(\tau / V)= \\
& =\frac{1}{2 \pi i} \int\left[K_{1}\left(p R_{0}\right) I_{1}(p R)+K_{1}\left(p R_{0}\right) K_{1}(p R) \frac{I_{2}(p)}{K_{2}(p)}\right] e^{(\tau / v) p} d p . \quad(60)
\end{aligned}
$$

This integral is equal to the integral along the large semi-circular arc on the left side of the Bromwich path $A B$ plus the integral on the two sides of the branch cut (Fig.6). Since the integral on the large semi-circular arc vanishes, then Eq. (60) becomes

$$
E(\tau / v)=\frac{1}{2 \pi i}\left[-\int_{0}^{\infty} \tilde{E}\left(\eta e^{i \pi}\right) e^{-\tau \tau / v \eta \eta} d \eta+\right.
$$

$$
\left.+\int_{0}^{\infty} \tilde{E}\left(\eta e^{-i \pi}\right) e^{-\langle\tau / v) \eta} d \eta\right]
$$

Using the relations

$$
I_{\nu}\left(\eta e^{ \pm i \pi}\right)=e^{ \pm i \nu \pi} I_{\nu}(\eta)
$$

and

$$
k_{\nu}\left(\eta e^{ \pm i n}\right)=e^{\mp i v n} k_{\nu}(\eta) \pm i \pi I_{i}(\eta),
$$

we obtain (for $T / V>R+R_{o}-2$ )

$$
\begin{equation*}
E(\tau / v)=E^{R}(\tau / v)=-\int_{0}^{\infty} \frac{U_{2}(R, \eta) U_{2}\left(R_{0}, \eta\right) e^{-\langle\tau / v) \eta}}{K_{2}^{2}(\eta)+\pi^{2} I_{z}^{2}(\eta)} d \eta, \tag{62}
\end{equation*}
$$

where

$$
U_{2}(x, \eta)=k_{2}(\eta) I_{1}(x, \eta)+I_{2}(\eta) k_{1}(x, \eta) .
$$

Substituting these values of $E(\tau / V)$ in Eq. (53), we obtain

$$
\begin{aligned}
& u_{\Theta I}(R, 0, \tau)=
\end{aligned}
$$

where the values of $E^{D}(\tau / V)$ and $E^{R}(\tau / v)$ are given in Eqs. (59) and (62), respectively.

Similarly, taking the inverse Laplace transform of Eq. (40'), the displacement $u_{\Theta 0}(R, 0, \tau)$ on the free surface outside the ring source can be derived and it is found that

$$
\begin{aligned}
& u_{0}(R, 0, r)=
\end{aligned}
$$

where $F^{\mathbf{R}}(\tau / V)=E^{\mathbf{R}}(\tau / V)$, and

$$
F^{D}(\tau / v)=\int_{0}^{\tau / v-\left(R-R_{0}\right)} \frac{\left(R_{0}-\eta\right)\left(\tau / v+R_{0}-\eta\right) d \eta}{\pi R R_{0}\left[\eta\left(2 R_{0}-\eta\right)\left(\tau / v-R+R_{0}-\eta\right)\left(\tau / v+R+R_{0}-\eta\right)\right]^{1 / 2}} .
$$

First, the integrals of Eq. (63) are the displacements due to a direct wave from the ring source before the arrival of the waves reflected from the wall of the cylindrical cavity. The last two integrals together give the displacement after the arrival of the reflected wave.

In order to obtain the response in the vicinity of the SH-wave front, we consider the displacement profile immediately behind the direct outgoing SH-wave. Accordingly, we shall have to study the
first integral of Eq. (63') because it gives the response of the direct $S H$-wave before the arrival of the reflected wave front.

Let $R_{s}=R_{0}+\tau$ and $R_{s}^{-}=R_{s}-\varepsilon R_{0}$ where $R_{s}$ and $R_{s}^{-}$denote points at and immediately behind the $S H$-wave front, respectively, $\varepsilon$ is a small positive quantity.

Then

$$
\begin{equation*}
\frac{\tau}{R_{s}-R_{0}}=1 \tag{65}
\end{equation*}
$$

and

$$
\frac{\tau}{R_{s}^{-}-R_{0}}=\left[1+\frac{\varepsilon R_{u}}{\tau}\right]=q(\tau) . \text { (say) }
$$

Substituting these values in the first integral of Eq. (63*), we obtain

$$
u_{00}\left(R_{s}, 0, \tau\right)=0,
$$

and

$$
u_{00}\left(R_{s}^{-}, 0, \tau\right)=-\frac{2 R_{0}}{\mu \pi} \int_{1}^{a(\tau)} \frac{1}{\sqrt{(v-1)}}\left\{\frac{1}{\sqrt{v+1}} F^{b}\left(R^{-}, R_{0}, \tau / v\right)\right\} d v .
$$

Therefore, we can write

$$
\begin{equation*}
u_{\Theta 0}\left(R_{s}^{-}, 0, \tau\right)=-\frac{2 R_{0}}{\mu \pi} \cdot \int_{i}^{q(\tau)} \frac{1}{\sqrt{v-1}} V(v) d v, \tag{66}
\end{equation*}
$$

where $V(v)$ is analytic portion of the integrand. For small value of
$\varepsilon$ expanding $V(v)$ by the Taylor's series about the point $v=1$ and integrating term by term, we obtain

$$
\begin{equation*}
u_{\Theta 0}\left(R_{s}^{-}, 0, \tau\right) \simeq-\frac{4 R}{\mu \pi} V(1)\left[\frac{R_{0}}{\tau}\right]^{1 / 2} \varepsilon^{1 / 2}=A \varepsilon^{1 / 2} \text { (say), } \tag{67}
\end{equation*}
$$

where $A$ is a constant.
It therefore follows that the displacement component is continuous i.e. there is no jump in displacement across the direct SH-wave front.

Next, in order to consider the behaviour of response just under the ring source, it should be remembered that the integral representations of transformed displacements given by Eqs. were derived from Eqs. (40) assuming that $R \neq R_{0}$. For $R=R_{0}$ the integrals along large quarter circles in the first and fourth quadrants should be reexamined. In this case it is found that though the contributions from the integrals along large circular arcs in the first and fourth quadrants are not separately zero, but the combined sum of the integrals along the large arcs in the first and fourth quadrants of the (-plane (Fig. 5a and 5b) vanishes. So the transformed displacements for $R=R_{0}$ are also given by Eas. (50). Making $R \rightarrow R_{0} \pm$, it can easily be shown by help of Eqs. (50) that the displacement has no jump discontinuity across the ring source.

Therefore, in order to derive the nature of the displacement as $R \rightarrow R_{0}$, any one of the relations (63) may be studied. Consider, for example, the displacement at field points outside the source given by $\left(63^{\prime}\right)$. As $R \rightarrow R_{0}$, the upper limit of integration $\tau /\left(R-R_{0}\right)$ $\rightarrow \boldsymbol{\omega}$.

Further, as

$$
\begin{gather*}
v \rightarrow \frac{\tau}{R-R_{0}} \rightarrow \infty, \\
\frac{1}{\sqrt{v^{2}-1}} \rightarrow \frac{1}{v} \tag{68}
\end{gather*}
$$

and

$$
\begin{equation*}
F^{D}(\tau / v) \rightarrow \frac{1}{2 R_{G}} \tag{*}
\end{equation*}
$$

Thus, from Eq. (63')

$$
\begin{equation*}
\lim _{R \rightarrow R_{0}} u_{e O}(R, 0, r)=-\frac{2 R_{\dot{u}}}{\mu \pi} \int_{N}^{\frac{\tau}{R-R_{0}}} \cdot \frac{1}{v} \frac{1}{2 R_{\dot{0}}} d v+ \tag{69}
\end{equation*}
$$

+ a finite quantity, where $N$ is large.

The integral is found to contribute a logarithmic singularity to the displacement just on the ring source.

```
4. FORMULATION AND GENERAL SOLUTION ( CASE - 2 )
```

Case. 2. In this case the problem considered is the same in all respects with the first, except that the cavity of the radius a has been replaced by a rigid cylindrical inclusion of the same radius. The cylindrical inclusion being in welded contact with the elastic half-space, there is no relative displacement at the interface. In this case, the condition on the cylindrical boundary is $u_{e}=0$ on $r=$ a. In order to solve this problem, we take the solution in this form:
$\tilde{u}_{\theta}(R, Z, s)=$

$$
\begin{equation*}
=\int_{0}^{\infty}\left[A_{2}(\gamma) J_{i}(\gamma R)+B_{2}(\gamma) Y_{i}(\gamma R)\right] e^{-\sqrt{\gamma^{2}+s^{2}} Z} d \gamma \tag{70}
\end{equation*}
$$

where $\tilde{u}_{\theta}(R, Z, s)$ is the Laplace transform of $u_{\theta}(R, Z, t)$ with respect to t. Now, using the boundary condition

$$
\tilde{u}_{\varphi}=0 \quad \text { on } \quad R=1
$$

we have

$$
\begin{equation*}
B_{2}(\gamma)=-A_{2}(\gamma) \frac{J_{1}(\gamma)}{Y_{1}(\gamma)} \tag{71}
\end{equation*}
$$

so $\tilde{u}_{e}$ becomes
$\tilde{u}_{e}(R, z, s)=$

$$
\begin{equation*}
=\int_{0}^{\infty} A^{1}(\gamma)\left[J_{1}(\gamma R) Y_{i}(\gamma)-J_{i}(\gamma) Y_{i}(\gamma R)\right] e^{-\sqrt{\gamma^{2}+s^{2}} Z} d \gamma, \tag{72}
\end{equation*}
$$

where $\quad A^{A}(\gamma)=\frac{A_{2}(\gamma)}{Y_{2}(\gamma)}$.

Therefore, the transformed stress component on the free surface $Z=0$ is

$$
\begin{equation*}
\tilde{\tau}_{e z}(R, 0, s)=-\frac{\mu}{a} \int_{0}^{\infty} A^{1}(\gamma) \sqrt{\gamma^{2}+s^{2}} C_{1}(\gamma R) d y, \tag{73}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{i}(\gamma R)=J_{i}(\gamma R) Y_{i}(\gamma)-J_{i}(\gamma) Y_{i}(\gamma R), \tag{74}
\end{equation*}
$$

$\tilde{\tau}_{e z}(R, 0, s)$ should be equal to $\frac{1}{a s} \delta\left(R-R_{0}\right)$. In this case, the required integral representation of the delta function can be obtained from the following expansion formula given by Titchmarsh [1962]:

$$
f(r)=\int_{0}^{0} \frac{\zeta\left[J_{1}(\zeta, r) Y_{1}(\zeta, a)-J_{1}(\zeta, a) Y_{i}(\zeta r)\right]}{J_{1}^{2}(\zeta, a)+Y_{1}^{2}(\zeta, a)} d \zeta \quad x
$$

$\infty$
a
where $f(r)$ is a suitably restricted arbitrary function. Putting $f(r)=S\left(r-r_{0}\right)$,

$$
f(\xi)=\delta\left(\xi-r_{0}\right), \text { where } r_{0}>a>0,
$$

we get

$$
\begin{aligned}
& \delta\left(r-r_{0}\right)=
\end{aligned}
$$

Now putting, $\frac{r}{a}=R, \frac{r_{0}}{a}=R_{0}, \zeta a=\gamma$, we have

$$
\hat{o}\left(R-R_{0}\right)=
$$

$=R_{0} \int_{0}^{\infty} \frac{\gamma_{i}\left[J_{1}(\gamma R) Y_{i}(\gamma)-J_{i}(\gamma) Y_{i}(\gamma R)\right]\left[J_{i}\left(\gamma R_{0}\right) Y_{i}(\gamma)-J_{i}(\gamma) Y_{i}\left(\gamma R_{0}\right)\right]}{J_{1}^{2}(\gamma)+Y_{i}^{2}(\gamma)} d \gamma$,
so by the relation (74)

$$
\begin{equation*}
\delta\left(R-R_{0}\right)=R_{0} \int_{0}^{\infty} \frac{\gamma C_{1}(\gamma R) C_{i}\left(\gamma R_{0}\right)}{J_{1}^{2}(\gamma)+Y_{1}^{2}(\gamma)} d_{j} . \tag{77}
\end{equation*}
$$

This result can also be obtained by the following technique already developed in Section-2 of this paper.

Now, we find the value of $A^{1}(\gamma)$ as

$$
\begin{equation*}
A^{1}(\gamma)=\frac{R_{0} \gamma C_{i}\left(\gamma R_{0}\right)}{\mu s} \frac{1}{\sqrt{\gamma^{2}+s^{2}}} \frac{1}{J_{1}^{2}(\gamma)+\gamma_{1}^{2}(\gamma)} \tag{78}
\end{equation*}
$$

Therefore $\tilde{u}_{e}$ becomes

$$
\begin{equation*}
\tilde{u}_{e}(R, 0, s)=\frac{R_{0}}{\mu s} \int_{0}^{\omega} \frac{\gamma C_{1}(\gamma R) C_{i}\left(\gamma R_{j}\right)}{\sqrt{\gamma^{2}+s^{2}}\left\{J_{i}^{2}(y)+Y_{1}^{2}(y)\right\}} d y \tag{79}
\end{equation*}
$$

Carrying on a similar procedure as followed to obtain the displacement in the case 1 , we find that in this case

$$
\begin{aligned}
& u_{\ominus I}(R, 0, \tau)= \\
& =\frac{2 R_{0}}{\mu \pi}\left[\left\{H\left(t-\frac{r_{0}-r_{0}}{\beta}\right)-H\left(t-\frac{r+r_{0}-2 a_{2}}{\beta}\right)\right\}^{\frac{\tau}{R_{0}-R}} \int_{1}^{\sqrt{v^{2}-1}} E^{D}(\tau / v) d v+\right.
\end{aligned}
$$

and

$$
\begin{aligned}
& u_{\Theta O}(R, 0, \tau)= \\
& =\frac{2 R}{\mu \pi}\left[\left\{H\left[t-\frac{r-r}{0}\right]-H\left[t-\frac{r+r-2 a}{\beta}\right]\right\}{ }_{j}^{j} F^{\frac{1}{R-R}}(\tau / v) d v+\right.
\end{aligned}
$$

where $E^{D}(\tau / V)$ and $F^{D}(\tau / V)$ are respectively given by Ea. (59) and (64) and

$$
\begin{equation*}
E_{i}^{R}(\tau / V)=F_{i}^{R}(\tau / V)=-\int_{0}^{\alpha_{1}} \frac{U_{i}(R, \eta) U_{i}\left(R_{0}, \eta\right) e^{-(\tau / V) \eta}}{K_{1}^{2}(\eta)+\pi^{2} I_{i}^{2}(\eta)} d \eta \tag{82}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{i}(x, \eta)=k_{i}(\eta) I_{i}(x \eta)-I_{i}(\eta) K_{i}(x \eta) \tag{8.3}
\end{equation*}
$$

# WAVES IN A SEMI-INFINITE ELASTIC MEDIUM DUE TO AN <br> EXPANDING ELLIPTIC RING SOURCE ON THE FREE SURFACE 

## 1. INTRODUCTION

Since Lamb's original study of the elasitc wave produced by a time-dependent point force acting normally to the surface of an elastic half-space, many authors have elaborated on his work. Aggarwal and Abolw [1967] discussed the exact solution of a class of half-space pulse propagation problems generated by impulsive sources. Gakenheimer and Mikiowitz [1969] used a modification of Cagniard's method [1962] to discuss the disturbance created by a moving point load. In case of finite sources, the most widely discussed model is that of a circular ring or disc load. Mitra [1964], Tupholme [1970] and Roy [1975] have studied the various aspects of the same problem. Elastic waves due to uniformly expanding disc or ring loads on the free surface of a semi-infinite medium have been studied extensively by Gakenheimer [1971]. The axisymmetric problem of the determination of the displacement due to a stress discontinuity over a uniformly expanding circular region at a certain depth below the free surface has been studied by Ghosh [1971].
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However exact evaluation of the displacement field for finite source other than the circular model does not seem to have been attempted much in the literature. Burridge and Willis [1969] obtained a solution for radiation from a growing elliptical crack in an anisotropic medium. The problem of an elliptical shear crack growing in prestressed medium has been solved by Richards [1973] by the Cagniard-de Hoop Method. Roy [1981] also attempted the same technique to slove the problem of elastic wave propagation due to prescribed normal stress over an elliptic area on the free surface of an elastic half-space.

In our problem, we have considered the propagation of elastic waves due to an expanding elliptical ring load over the free surface of a semi-infinite medium. The expression for displacement at points on the free surface has been derived in integral form by the application of Cagniard-de Hoop technique for different values of the rate of increase of the major and minor axes of the elliptic ring source. The displacement jumps across the different wave fronts have also been derived.

## 2. FORMULATION OF THE PROBLEM AND ITS SOLUTION

Let an elliptic ring load $P$ acting normal to the surface of an elastic half-space emanating from the origin of co-ordinates expand
in such a way that the rates of increase of the major and minor axes of the ellipse are $a$ and $b$ respectively, $a$ and $b$ being constants. Major and minor axes of the ellipse are taken to coincide with the $x$ and $y$-axes of co-ordinates where as $z$-axis is taken vertically downwards into the medium (Fig. 1.). Thus we have on $z=0$

$$
\begin{align*}
& \tau_{z z}=-\frac{P \hat{\delta}\left(t-\left(x^{2} a^{-2}+y^{2} b^{-2}\right)^{1 / 2}\right)}{\left(x^{2} a^{-2}+y^{2} b^{-2}\right)^{1 / 2}}  \tag{1}\\
& \tau_{x z}=\tau_{y z}=0
\end{align*}
$$

where $P$ is constant and $\delta$ is the Dirac delta function.
The displacement field inside the elastic medium ( $z \geq 0$ ) is given interms of potentials $\phi$ and $\psi$ as

$$
\vec{u}=\nabla \phi+\nabla \times \nabla \times\left(\mathrm{e}_{\mathrm{z}} \neq\right)
$$

where

$$
\begin{equation*}
\nabla_{\phi}^{2}=\frac{1}{c_{d}^{2}} \frac{\hat{\partial}^{2} \psi}{\partial t^{2}}, \quad \nabla^{2} \psi=\frac{1}{c_{s}^{2}} \frac{\dot{\partial}^{2} \psi}{\partial t^{2}} \tag{2}
\end{equation*}
$$

$e_{x}, e_{y}, e_{z}$ are unit vectors along co-ordinate axes and $c_{d}$ and $c_{s}$ are the $p-$ and $s$-wave velocities of the medium.

In order to obtain solutions of wave equations (2), we introduce Laplace transform with respect to $t$ and denote it by bar and also introduce bilateral Fourier transform with respect to $x$


Fig. 1. Geometry of the problem.
and $y$ to supress the time parameter $t$ and the $x$, $y$ space co-ordinates. Taking Laplace transform with respect to $t(-)$ and also bilateral Fourier transform with respect to $x$ and $y$ (气), the transformed boundary conditions are

Then satisfying the transformed boundary conditions (3) and performing the inverse Fourier transform, the Laplace transformed displacement field can be written as

$$
\begin{align*}
\bar{u}_{j}(x, y, z, s)=\bar{u}_{j d}(x, y, z, s)+\bar{u}_{j s}(x, y, z, s) &  \tag{4}\\
& \text { for } j=x, y, z
\end{align*}
$$

where

$$
\bar{u}_{j \underline{j},}(x, y, z, s)=
$$

$$
\begin{array}{r}
=1 / 2 \pi \mu \int_{-\infty-\infty}^{\infty} \int_{i \alpha}^{\infty}(\underset{i}{\infty}, \eta, s) \exp \left[-\hat{c}_{i} z+i(\xi x+\eta y)\right] d \hat{\xi} d \eta \\
\text { for } a_{1}=d, s \tag{5}
\end{array}
$$

and

$$
\begin{aligned}
& F_{x d}(\xi, \eta, s)=-i \zeta_{o} G, \quad F_{x s}(\xi, \eta, s)=2 i C_{d} C_{s} G, \\
& F_{y d}(\xi, \eta, s)=-i m C_{u} G, \quad F_{y s}(\xi, \eta, s)=2 i \eta_{d} C_{s} G,
\end{aligned}
$$

$$
\begin{align*}
& F_{z d}(\xi, n, s)=\xi_{d}^{G} G, \quad F_{z G}(\xi, n, s)=-2\left(\dot{\xi}^{2}+n^{2}\right) \zeta_{d} G, \\
& G=\frac{\text { Pab }}{\left(s^{2}+r^{2}\right) \cdot^{1 / 2} T}, \quad T=G_{0}^{2}-4 G_{B}\left(\xi^{2}+\eta^{2}\right) \\
& r^{2}=a^{2} \xi^{2}+b^{2} \eta^{2},  \tag{6}\\
& \zeta_{d}=\left(\xi^{2}+\gamma_{l}^{2}+k_{d}^{2}\right)^{1 / 2}, \quad \zeta_{s}=\left(\xi^{2}+\eta^{2}+k_{s}^{2}\right)^{1 / 2}, \\
& c_{0}=k_{s}^{2}+2\left(\xi^{2}+n^{2}\right), \quad k_{d}=\frac{s}{c_{d}}, \quad k_{s}=\frac{5}{c_{s}} .
\end{align*}
$$

Now the De-Hoop transformation,

$$
\begin{equation*}
\xi=s / c_{d}(q \cos \theta-w \sin \theta), \eta=s / c_{d}(q \sin \theta+w \cos \theta) \tag{7}
\end{equation*}
$$

where $\quad \theta=\tan ^{-1} y / x$,
is applied into (5). The Laplace transformed displacement field
(5) can be written as
$\bar{u}_{j \alpha}(R, Z, s)=1 / 2 \pi \mu \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F_{j \alpha}(q, w, s) \exp \left[-s / c_{d}\left(m_{\alpha} z-i q R\right)\right] \frac{s^{2}}{c_{d}^{2}} d q d w$
where

$$
F_{x d}(a, w, s)=-\frac{i P a b(a \cos \theta-w \sin \theta) m_{0}}{s \cdot s / c_{d}\left(E_{1}+0\right)^{1 / 2} \cdot N},
$$

$$
\begin{align*}
& F_{x s}(q, w, s)=\frac{2 i \operatorname{Pab}(q \cos \theta-w \sin \theta) m_{d} m_{s}}{s . s / c_{d}\left(E_{1}+0\right)^{1 / 2} \cdot N}, \\
& F_{y d}(a, w, s)=-\frac{i \operatorname{Pab}(a \sin \theta+w \cos \theta) m_{0}}{s \cdot s / c_{d}\left(E_{1}+0\right)^{1 / 2} \cdot N .} \\
& F_{y a}(a, w, s)=\frac{2 i \operatorname{Pab}(q \sin \theta+w \cos \theta) m_{d} m_{E}}{s . s / c_{d}\left(E_{1}+0\right)^{1 / 2} \cdot N}, \\
& F_{z d}(q, w, s)=\frac{P a b m_{d} m^{m}}{s . s / c_{d}\left(E_{1}+0\right)^{1 / 2} \cdot N}, \\
& F_{Z 5}(q, w, s)=-\frac{2 \operatorname{Pab}\left(q^{2}+w^{2}\right) m_{d}}{s . s / c_{d}\left(E_{1}+O\right)^{1 / 2} \cdot N}, \\
& m_{d}=\left(q^{2}+w^{2}+1\right)^{1 / 2}, \quad m_{s}=\left(a^{2}+w^{2}+1^{2}\right)^{1 / 2}, \\
& m_{0}=1^{2}+2\left(q^{2}+w^{2}\right), \quad N=m_{0}^{2}-4 m_{d} m_{s}\left(q^{2}+w^{2}\right), \\
& E_{i}=\left(1+a^{2} D+w^{2} F\right), \quad D=\frac{a^{2}}{c_{d}^{2}} \cos ^{2} \theta+\frac{b^{2}}{c_{d}^{2}} \sin ^{2} \theta, \\
& F=\frac{a^{2}}{c_{d}^{2}} \sin ^{2} \theta+\frac{b^{2}}{c_{d}^{2}} \cos ^{2} \theta, \quad 0=-2 q w \sin \theta \cos \theta\left(a^{2}-b^{2}\right) / c_{d}^{2}, \\
& 1=c_{d} / c_{s} \text {, and } R^{2}=x^{2}+y^{2} \text {. } \tag{9}
\end{align*}
$$

For mathematical simplicity we confine our attention to the derivation of the displacement field at any point on the $x z-p l a n e$. Obviously the displacement at any point on any plane through the z-axis can then easily be visualized. Accordingly in order to obtain the displacement at any point on the $x z-p l a n e$, we put $\Theta=0$ in (8) which then takes the form

$$
\begin{aligned}
& 0
\end{aligned}
$$

where

$$
\begin{array}{ll}
K_{y d}(a, w)=-\frac{i q m_{0}}{E^{1 / 2} \cdot N}, & k_{y s}(q, w)=\frac{2 i q m_{d}^{m}}{E^{1 / 2} \cdot N .} \\
k_{y d}(q, w)=-\frac{i w m_{0}}{E^{1 / 2} \cdot N}, & k_{y s}(q, w)=\frac{2 i w m_{d} m_{s}}{E^{1 / 2} \cdot N .} \\
K_{z d}(q, w)=\frac{m_{d} m_{0}}{E^{1 / 2} \cdot N}, & k_{z s}(q, w)=-\frac{2 m_{d}\left(q^{2}+w^{2}\right)}{E^{1 / 2} \cdot N}, \tag{11}
\end{array}
$$

and

$$
E=\left(c_{d}^{2}+a^{2} a^{2}+b^{2} w^{2}\right) / c_{d}^{2} .
$$

## 3. DILATATIONAL CONTRIBUTION

From (10) $\bar{u}_{z d}$ is converted to the Laplace transform of a known function by mapping $\left(m_{d} z-i a x\right) / c_{d}$ into $t$ through a contour integration in a complex q-plane.

The singularities of the integrand of $\bar{u}_{z d}$ are branch points at

$$
\begin{align*}
& q=s_{d}^{ \pm}= \pm i\left(w^{2}+1\right)^{1 / 2}, \quad q=s_{s}^{ \pm}= \pm i\left(w^{2}+i^{2}\right)^{1 / 2} \\
& q=s_{c}^{ \pm}= \pm i \frac{\left(w^{2} b^{2}+c_{d}^{2}\right)^{1 / 2}}{a} \tag{12}
\end{align*}
$$

and the poles at (12)

$$
a=S_{k}^{ \pm}= \pm i\left(w^{2}+\gamma_{k}^{2}\right)^{1 / 2} .
$$

The poles at $a=S_{R}^{ \pm}$correspond to the zeros of the Rayleigh function $N$, where $F_{R}=C_{d} / C_{R}$ and $C_{F}$ is the Rayleigh surface wave speed. The contours of integration in the $q-p l a n e$ are shown in fig: $2(a, b, c)$ which also show the positions of singularities lying in the upper half of the $q-p l a n e$.

Since the positions of the singularities and the transformed contour of integration depend on different values of $a$ and $b$, three different cases arise for the evaluation of $u_{z d}$.
(a) Case $a>b>C_{d}$.

The $q-p l a n e$ for $a>b>C_{d}$ is shown in Fig. 2(a). The contour $a=q_{d}^{ \pm}$in the $q-p$ lane, is found by solving

$$
\begin{equation*}
t=\left(m_{d} z-i a x\right) / c_{d} \tag{13}
\end{equation*}
$$

for $q$, where $t$ is real, we get

$$
\begin{equation*}
a=q_{d}^{ \pm}=i \tau \sin \phi \pm\left(\tau^{2}-\tau_{w i d}^{2}\right)^{1 / 2} \cos \phi \tag{14}
\end{equation*}
$$

for $\tau>\tau$, where

$$
\begin{equation*}
\tau_{w d}=\left(w^{2}+1\right)^{1 / 2}, \quad \tau=c_{d} t / p \tag{15}
\end{equation*}
$$

and $(\rho, \dot{\phi})$ are the polar coordinates in the $x z-p l a n e$ as shown in Fig.1. Equations (14) define one branch of a hyperbola with vertex at $q=i\left(w^{2}+1\right)^{1 / 2} x / \rho$, which is parametrically described by the dimensionless time parameter $\tau$ as $\tau$ varies from $\tau$ towards infinity.

As shown in Fig. 2(a), the contour of integration has two possible configurations in the q-plane, depending upon $p$ and $w$. For the case(1) given by:

$$
\begin{align*}
& \text { Case (1): } \quad \phi<\phi_{d a} \text { and } 0<\omega<\omega \\
& \quad \text { or } \\
& \quad \phi_{d a}<\phi<\phi_{\mathrm{ba}} \text { and } W_{d a}<W<\omega \tag{16}
\end{align*}
$$
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where

$$
d_{d a}=\sin ^{-1} c_{d} / a ; \quad \quad \phi_{b a}=\sin ^{-1} b / a
$$

and

$$
\begin{equation*}
W_{d a}=\left[\frac{c^{2}-a^{2} \sin ^{2} \psi}{a^{2} \sin ^{2} \phi-b^{2}}\right]^{1 / 2}, \tag{17}
\end{equation*}
$$

the vertex of the path $q=q_{d}^{ \pm}$does not lie on the branch cuts and hence the path of integration contour is simply $q=q_{d}^{ \pm}$and is denoted by I. But for the case (2) given by :

$$
\begin{align*}
& \text { Case (2): } \quad \phi_{d a}<\phi<\phi_{b a} \text { and } 0<w<w_{d a} \\
& \text { or } \phi>\phi_{b \alpha} \text { and } 0<w<\omega \tag{18}
\end{align*}
$$

the vertex of the path $q=q_{d}^{ \pm}$lies on the branch cut between the branch points $q=s_{c}^{+}$and $q=S_{d}^{+}$. Hence the integration contour is given by $a=a_{d}^{ \pm}$for $\tau>\tau_{v d}$ which is denoted by $I I$, plus $q=q_{d a}=i \tau \sin \psi-i\left(\tau_{w d}^{2}-\tau^{2}\right)^{1 / 2} \cos \phi$
for $\tau_{w d a}<\tau<\tau \tau_{w d}$, where
$\tau_{y d a}=\frac{1}{a}\left[\left\{w^{2}\left(a^{2}-b^{2}\right)+\left(a^{2}-c_{d}^{2}\right)\right\}^{1 / 2} \cos \phi+\left(w^{2} b^{2}+c_{d}^{2}\right)^{1 / 2} \sin \phi\right]$.

Transferring the path of integration from the real q-axis to the Cagniard's path we obtain

$$
\begin{aligned}
& \bar{u}_{z d}(\rho, \phi, s)=\frac{2 P a b}{\pi \mu C_{d}}\left[\int_{0}^{\infty} \int_{w d}^{\infty} \operatorname{Re}\left[k_{z d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] e^{-s t} d t d w+\right. \\
& w_{d a} t_{y d}
\end{aligned}
$$

$$
\begin{align*}
& \left.+H\left(\phi-\phi_{b a}\right) \int_{0}^{a} \int_{y d d}^{t_{y d a}} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] e^{-s t} d t d w\right] \tag{21}
\end{align*}
$$

where $t_{w d}=\left(\rho / C_{d}\right) \tau_{w d}$ and $t_{w d a}=\left(\rho / C_{d}\right) \tau_{w d a}$. The first term of
is the contribution from $q_{d}^{ \pm}$and the second and third terms are the contributions from $a_{d a}$.

Now interchanging the order of integration in (21) and inverting the Laplace transform, we find that

$$
\begin{aligned}
& u_{z d d}(\rho, \phi, \tau)=\frac{2 P a b}{\pi \mu C_{d}}\left[H(\tau-1) \int_{0}^{T} \operatorname{Re}\left[k_{z d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] d w+\right. \\
& \quad+H\left(\phi-\phi_{d a}^{T}\right) H\left(\phi_{b a}^{\prime}-\phi\right) H\left(\tau-\tau_{d a}\right) H\left(\tau_{d a}^{\prime}-\tau\right) x \\
& \quad T_{d a} \\
& \quad \times \int_{d} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w+
\end{aligned}
$$

$$
+H\left(\phi-\phi_{\mathrm{ba}}\right) H\left(\tau-\tau_{d a}\right) \times
$$

$$
\begin{equation*}
\left.\times \int_{A_{d a}^{0}}^{T} \operatorname{Re}\left[k_{z d}\left(a_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w\right] \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{d a}^{\prime}=\left\{\begin{array}{l}
0 \text { for } \tau d<\tau<1 \\
T_{d} \text { for } 1<\tau<\tau_{d a}^{\prime}
\end{array}\right. \\
& A_{d a}^{0}=\left\{\begin{array}{l}
0 \text { for } \tau \quad<\tau<1 \\
T_{d} \text { for } r>1
\end{array}\right\}  \tag{23}\\
& T_{d}=\left(T^{2}-1\right)^{1 / 2}  \tag{24}\\
& T_{d a}=\left[\frac{X_{d}-\left\{Y_{d}-\left(a^{2} \cos ^{2} \phi-b^{2}\right) Z_{d}\right\}^{1 / 2}}{\left(a^{2} \cos ^{2} \phi-b^{2}\right)^{2}}\right]^{1 / 2}  \tag{25}\\
& x_{d}=\tau_{d}^{0} b^{2} \sin ^{2} \phi+\left(a^{2}-b^{2}\right) \tau_{d} \cos ^{2} \phi \\
& Y_{d}=\tau_{d}^{0^{2}} b^{4} \sin ^{4} \phi+\left(a^{2}-b^{2}\right)^{2} \tau_{d}^{2} \cos ^{4} \phi+ \\
& +2\left(a^{2}-b^{2}\right) b^{2} r \tau^{0} d \sin ^{2} \psi \cos ^{2} \phi \\
& Z_{d}=\left(\tau_{d}-2 C_{d}^{2} \sin ^{2} \phi\right)^{2}-4 C_{d}^{2}\left(a^{2}-C_{d}^{2}\right) \sin ^{2} \phi \cos ^{2} \phi \\
& \tau=a^{2} \tau^{2}+\left(C_{d}^{2}-a^{2} \cdot \cos ^{2} \phi\right)
\end{align*}
$$

$$
\begin{align*}
& \tau_{d}^{0}=a^{2} \tau^{2}-\left(c_{d}^{2}-a^{2} \cos ^{2} \phi\right)  \tag{26}\\
& \tau_{d a}=\frac{1}{a}\left[\left(a^{2}-c_{d}^{2}\right)^{1 / 2} \cos \phi+c_{d} \sin \phi\right]  \tag{27}\\
& r_{d a}^{\prime}=\left[\frac{c_{d}^{2}-b^{2}}{a^{2} \sin ^{2} \phi-b^{2}}\right]^{1 / 2} \tag{28}
\end{align*}
$$

The first term in $u_{z d}$ is due to the dilatational motion behind hemispherical wave front at $\tau=1$ and the second and third terms are due to the dilatational motion behind the conical wave front at $\tau=\tau$ da for $\phi>\phi_{d a}$. These wave fronts are shown in Fig. 3(a), $\tau=$ $\tau$ da shown in fig $3(a)$ by a dashed curve, is not a wave front because it is not a characteristic surface for governing wave equation for the dilatational motion. similar non characteristic surfaces were found by Gakenheimer and Miklowitz [1969] for a point load travelling on an elastic half-space and also by Aggarwal and Ablow [1967] for the motion of an acoustic half-space due to an expanding surface load. They proved explicitly that their solution was analytic over the surfaces. The same thing can be proved in our case also.
(b) Case $a>c_{d}>b$

In this case, the path of integration with respect to $q$ transforms to the simple path given by contour I (Fig.2(a)) for all
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$w$ when $\phi<\phi_{\mathrm{ba}}$ and also for $0<w<w_{d a}$ when $\phi_{b a}\left\langle\phi<\phi_{d a}\right.$, whereas the path of integration with respect to a transform to the contour II (Fig.2(a)) for $w_{d o}<w<\omega$ when $\phi_{b a}\left\langle\phi<\phi_{d \alpha}\right.$ and also for all $w$ when $\phi>\phi_{d a}$. The remaining details of inverting $\bar{u}_{z d}$ for $a>c_{d}>b$ are exactly the same as for $a>b>c_{d}$, and one can easily find that

$$
\begin{align*}
& u_{z d}(\rho, \phi, \tau)=\frac{2 \operatorname{Pab}}{\pi \mu c_{d}}\left[H(\tau-1) \int_{0}^{\tau} \operatorname{Re}\left[k_{z d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] d w+\right. \\
& +H\left(\phi-\phi_{b a}\right) H\left(\phi_{d a}-\phi\right) H(\tau-\tau d a) x \\
& { }^{r} d \alpha \\
& x \int_{r_{d}}^{d a} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right) \frac{d q^{d a}}{d t}\right] d w+ \\
& +H\left(\phi-\dot{\phi}_{\dot{d a}}\right) H\left(\tau-\tau_{d a}\right) x \\
& \left.\times \int_{0}^{T} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w\right]  \tag{29}\\
& A_{d i}^{0}
\end{align*}
$$

where $A_{d a}^{0}$ is given by (23). The wave geometry associated with this expression is shown in Fig.3(b).
(c) Case $a<c_{d}$

For this case the path of integration with respect to transform to the simple path given by contour I [Figs. 2(b),2(c)] for all $w$ when $\phi\left\langle\frac{d}{6 a}\right.$ and also for $0\left\langle w\left\langle w_{d a}\right.\right.$ when $\left.\phi\right\rangle \phi_{b a}$, whereas the path of integration with respect to $q$ transforms to the contour II [Fig. 2 (a)] for $w_{d a}\left\langle w<0\right.$ when $\phi>\phi_{b a}$. Note that in this case the angle $\phi_{d a}$ does not arise. Now proceding as the case $a>b>c$ for inverting $\bar{u}_{z d}$ we get

$$
\begin{align*}
& u_{z d}(\rho, \phi, \tau)=\frac{2 \operatorname{Pab}}{\pi \mu C_{d}}\left[H(\tau-1) \int_{0}^{T} \operatorname{Re}\left[k_{z d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] d w+\right. \\
& \left.+H\left(\phi-\phi_{b a}\right) H\left(\tau-\tau_{d a}^{\prime}\right) \int_{T_{d}}^{T} \operatorname{Re}\left[k_{z d}\left(a_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w\right] . \tag{30}
\end{align*}
$$

The wave geometry associated with this expression is shown in Fig.3(c). As expected physically, contribution due to the conical wave front does not exist for this case.

Summary

Combining (22), (29) and (30) one finds that $u_{z d}$ can be written as one expression for all value of $a$ and $b$.

$$
\begin{align*}
& u_{z d}(f, \phi, \tau)=\frac{2 P a b}{\pi \mu C_{d i}}\left[H(\tau-1) \int_{0}^{T} \operatorname{Re}\left[k_{z d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] d w+\right. \\
& +\left[H ( \tau - \tau d a ) H ( \phi - \phi _ { d a } ) \left\{H\left(b-c_{d}\right)+\right.\right. \\
& \left.+H\left(a-c_{d}\right) H\left(c_{d}-b\right)\right\}+H\left(r-\tau_{d a}^{\prime}\right) H\left(\phi-\phi_{b a}\right)\left\{H\left(a-c_{d}\right) x\right. \\
& \left.\left.x H\left(c_{d}-b\right) H\left(\psi_{d a}-\psi\right)+H\left(c_{d}-a\right)\right\}\right] \times \\
& \left.\times \int_{d a}^{\mathbf{A}_{d a}} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w\right] \tag{31}
\end{align*}
$$

where

## 4. EQUIVOLUMINAL CONTRIBUTIONS

Inversion of $\bar{u}_{z s}$ is complicated than the inversion of $\bar{u}_{z d}$ because of the appearence of head waves (Von-Schmidt waves) otherwise it is same as $\bar{u}_{z d}$. Here the integration contour has more configurations in the $q-p l a n e$ though the singularities are the same. Here the hyperbola $q=q_{s}^{ \pm}$arises in a similar way to $q=q_{d}^{ \pm}$, but its vertex can lie on the branch cut between the branch points at $q=S_{d}^{+}$and $a=S_{s}^{+}$and at $q=S_{c}^{+}$and $q=S_{s}^{+}$as well as between $a$ $=S_{c}^{+}$and $a=S_{d}^{+}$, depending on the values of $w, \psi, a$ and $b$. In this case, the straight line contour lying along the imaginary q-axis is denoted by $q_{s a}$ which is similar to $q_{\text {da }}$ appearing in the dilatational contributions. Now omiting details of inverting $\bar{u}_{z s}$, one can easily find

$$
\begin{aligned}
& u_{z s}(p, \phi, \tau)=\frac{4 \mathrm{Pab}}{T_{d}}\left[H(\tau-1) \int_{0}^{T} \operatorname{Re}\left[k_{z a}\left(q_{s}^{+}, w\right) \frac{d q_{s}^{+}}{d t}\right] d w+\right. \\
& \quad+\left[H\left(\tau-\tau_{s a}\right) H\left(\phi-\phi_{s a}\right)\left\{H\left(b-c_{s}\right)+H\left(c_{s}-b\right) H\left(a-c_{s}\right)\right\}+\right. \\
& \quad+H\left(\tau-\tau_{s a}^{\prime}\right) H\left(\phi-\phi_{b a}\right)\left\{H\left(c_{s}-b\right) H\left(\phi_{s a}-\phi\right) \times\right. \\
& \left.\left.\quad \times H\left(a-c_{s}\right)+H\left(c_{s}-a\right)\right\}\right] \times
\end{aligned}
$$

$$
\begin{align*}
& { }^{T}=. \\
& x \int_{E a}^{E a} \operatorname{Re}\left[k_{z s}\left(a_{s a}, w\right) \frac{d a_{s a}}{d t}\right] d w+ \\
& +H\left(\tau-\tau_{\operatorname{sd}}\right) H\left(\tau_{\mathrm{si}}^{\prime}-\tau\right) H\left(\phi-\phi_{\mathrm{sid}}\right) x \\
& { }^{T}=\mathrm{d} \\
& \left.\times \int_{E d}^{\boldsymbol{A}_{e d}} \operatorname{Re}\left[k_{z s}\left(a_{s a}, w\right) \frac{d q_{s a}}{d t}\right] d w\right] \tag{33}
\end{align*}
$$

$$
\begin{aligned}
& \text { for } 0 \leq \rho<\infty, 0 \leq \phi<\pi / 2 \\
& 0 \leq T<\infty, 0 \leq a<\omega \text { and } 0 \leq b<\omega, a>b
\end{aligned}
$$

where

$$
\begin{aligned}
& \begin{array}{l}
=0 \text { for } \tau=\tau<1 \\
\left.=T_{s a} \text { for } \tau\right\rangle 1
\end{array}\left\{\begin{array}{l}
\left.\phi_{b a}\left\langle\phi\left\langle\phi_{s d}, a\right\rangle b\right\rangle c_{d}, a c_{s}\right\rangle b c_{d} \\
\left.\phi_{s a}\left\langle\phi\left\langle\phi_{s d}, a\right\rangle c_{d}\right\rangle c_{s}\right\rangle b
\end{array}\right. \\
& =0 \text { for } \tau_{\mathrm{sa}}<\tau<\tau \mathrm{sd} \\
& \begin{array}{l}
=T_{s d} \text { for } \tau_{s d}<\tau<\tau_{s d}^{\prime} \\
=T_{s} \text { for } \tau>\tau_{s d}^{\prime}
\end{array}\left\{\begin{array}{l}
\phi>\phi_{s d}, a>b>c_{d}, a c_{s}>b c_{d} \\
\left.\phi>\phi_{s d}, a\right\rangle c_{d}>c_{s}>b
\end{array}\right. \\
& \left.\begin{array}{l}
=0 \text { for } \tau_{\text {so. }}<\tau<\tau_{s d} \\
=T_{s d} \text { for } \tau_{s d}<\tau<\tau_{s d}^{\prime}
\end{array}\right\} \\
& \left.\phi>\phi_{s d}, a>b\right\rangle c_{d}, a c_{s}\left\langle b c_{d}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.=T_{s} \text { for } \tau\right\rangle \tau_{s a}^{\prime} \quad\left\{\begin{array}{l}
\left.\phi_{b a}\left\langle\phi\left\langle\phi_{s a}, a\right\rangle c_{d}\right\rangle c_{s}\right\rangle b \\
\left.\phi_{b a}\left\langle\phi\left\langle\phi_{d b s}, c_{d}\right\rangle a\right\rangle c_{s}\right\rangle b \\
\phi_{b a}\left\langle\phi \left\langle\phi_{a b s}, a\left\langle c_{s}\right.\right.\right.
\end{array}\right. \\
& \left.\left.\begin{array}{l}
=T_{g} \text { for } \tau_{s a}^{\prime}\left\langle\tau \left\langle\tau_{s d a}^{\prime}\right.\right. \\
=T_{s d} \text { for } \tau_{s d a}^{\prime}\left\langle\tau \left\langle\tau_{s d}^{\prime}\right.\right.
\end{array}\right\} \quad \phi_{a b s}\left\langle\phi\left\langle\phi_{a d}, c_{d}\right\rangle a\right\rangle c_{\equiv}\right\rangle b \\
& \phi>\phi_{a b s}, a<c_{s}  \tag{34}\\
& \phi>\phi_{s a}, c_{d}>a>c_{s}>b, \alpha>\bar{i} \\
& \left.\left.\left.\phi_{s a}\left\langle\phi\left\langle\phi_{x}, c_{d}\right\rangle a\right\rangle c_{s}\right\rangle b, \beta\right\rangle \alpha\right\rangle \gamma^{\prime} \\
& \phi>\phi_{b a}, c_{d}>a>b>c_{g}, \alpha>\beta \\
& \left.\left.\left.\phi_{b c}\left\langle\phi\left\langle\psi_{x}, c_{d}\right\rangle a\right\rangle b\right\rangle c_{\equiv},\langle \rangle\right\rangle \alpha\right\rangle \gamma \\
& \phi>\phi_{x}, c_{d}>a>c_{s}>b, \beta>\alpha>\gamma^{\prime} \\
& \phi>\phi_{x}, c_{d}>a>b>c_{g}, \beta>\alpha>\gamma \\
& \phi>\phi_{b a} ; c_{d}>a>b>c_{s}, \alpha\langle\gamma . \\
& \left.\left.\phi_{a b s}\left\langle\phi\left\langle\phi_{b j}, C_{j}\right\rangle a\right\rangle b\right\rangle C_{E}, a\right\rangle \beta \\
& \left.\left.\left.\left.\phi_{a b s}\left\langle\phi\left\langle\dot{\phi}_{b a}, c_{d i}\right\rangle a\right\rangle b\right\rangle c_{g}, \beta\right\rangle \alpha\right\rangle\right\rangle \\
& \left.\dot{\psi}_{\mathrm{abs}}\left\langle\dot{\phi}\left\langle\dot{\psi}_{\mathrm{y}}, \mathrm{c}_{\mathrm{d}}\right\rangle a\right\rangle \mathrm{b}\right\rangle \mathrm{c}_{\mathrm{s}}, a\langle\gamma \\
& =T_{s d} \text { for } \tau_{s d a}^{\prime}{ }^{\langle\tau\langle\tau}{ }_{s d}^{\prime} \\
& =T_{s} \text { for } \tau>t_{s \mathrm{~d}}^{\prime} \\
& =0 \text { for } \tau_{\mathrm{sa}}\left\langle\tau<\tau_{\mathrm{sda}}^{\prime}\right. \\
& =T_{s d} \text { for } \tau_{s d u}^{\prime}<\tau\left\langle\tau_{s d}^{\prime}\right. \\
& \left.=T_{s} \text { for } \tau\right\rangle \tau_{s d}^{\prime} \\
& =0 \text { for } \tau \equiv \alpha<\tau<1 \\
& =T_{s} \text { for } 1<\tau<\tau^{*} \\
& =T_{s d} \text { for } \tau_{s d a}^{\prime}\left\langle\tau \left\langle\tau_{s d}^{\prime}\right.\right. \\
& =T_{s} \text { for } \tau_{s \mathrm{~d}}{ }^{\langle\tau<\tau} \tau_{s a}^{\prime} . \\
& \left.\begin{array}{l}
=0 \text { for } \tau_{s a}<\tau\left\langle\tau_{s d a}^{\prime}\right. \\
=T_{s d} \text { for } \tau_{s d a}^{\prime}<\tau\left\langle\tau_{s d}^{\prime}\right. \\
=T_{s} \text { for } \tau_{s d}^{\prime}\left\langle\tau<\tau_{s a}^{\prime}\right.
\end{array}\right\}
\end{align*}
$$

$$
\begin{aligned}
& {\left[\begin{array}{rl}
=0 \text { for } \tau \\
& \\
& \\
& T_{s} \text { for } 1<\tau<1 \\
s d
\end{array}\right.} \\
& \phi>\phi_{s d}, a>b>c_{d} \\
& \phi>\phi_{=d}, a>c_{d}>c_{s}>b \\
& \left.\phi_{s d}\left\langle\phi\left\langle\phi_{a b s}, c_{d}\right\rangle a\right\rangle c_{s}\right\rangle b \\
& \left.\phi_{s d}\left\langle\phi\left\langle\phi_{s a}, c_{d}\right\rangle a\right\rangle b\right\rangle c_{s} \\
& \phi_{s d}<\dot{\varphi}<\phi_{a b s}, a<c_{s} \\
& =0 \text { for } \tau_{g d}<\tau<1 \\
& =T_{s} \text { for } 1<\tau\left\langle\tau^{\prime}=a\right. \\
& =T_{s a} \text { for } \tau_{s a}^{\prime}\left\langle\tau<\tau_{s d a}^{\prime}\right. \\
& =T_{s} \text { for } \tau_{s d a}^{\prime}<\tau<\tau_{s d}^{\prime} \\
& =0 \text { for } \tau_{s d}<\tau<\tau= \\
& =T_{s a} \text { for } \tau \ll \tau<\tau_{s d a}^{\prime} \\
& =T_{s} \text { for } \tau_{s d a}^{*}<\tau<\tau_{s d}^{\prime} \\
& \phi>\phi_{s a}, c_{d i}>a>c_{s}>b, a>\beta \\
& \left.\left.\phi_{s a}\left\langle\dot{\phi}\left\langle\phi_{x}, c_{d}\right\rangle a\right\rangle c_{s}\right\rangle b, j\right\rangle\langle\alpha\rangle \gamma^{\prime} \\
& \phi>\phi_{a b j}, c_{d}>a>b>c_{s}, \alpha>\beta \\
& \left.\left.\left.\phi_{a b s}\left\langle\phi\left\langle\phi_{x}, c_{d}\right\rangle a\right\rangle b\right\rangle c_{s},\{ \rangle\right\rangle a\right\rangle \gamma \\
& \left.\phi_{a b s}\left\langle\phi\left\langle\psi_{x}, c_{d}\right\rangle a\right\rangle b\right\rangle c_{s}, \alpha<\gamma
\end{aligned}
$$

$$
\begin{aligned}
& =0 \text { for } \tau_{9 d a}^{\prime}<\tau<1 \\
& =T_{s} \text { for } 1<\tau<\tau_{s d}^{\prime} \\
& =0 \text { for } \tau=\tau<\tau=a
\end{aligned}
$$

$$
\begin{aligned}
& \phi>\phi_{x}, c_{d}>a>c_{s}>b, \beta>a>\gamma^{\prime} \\
& \left.\left.\phi>\phi, c \quad\rangle a>b>c{ }_{s}, \beta\right\rangle a\right\rangle \psi \\
& \phi>\phi_{x}, c_{d}>a>b>c_{g} ; a<\gamma \\
& \phi_{a b j}\left\langle\phi\left\langle\phi_{s a}, c_{d}\right\rangle a\right\rangle c_{s}>b \\
& \phi>\phi_{\text {abs }}, a<c_{s}
\end{aligned}
$$

and also where

$$
\begin{align*}
& T_{\equiv}=\left(\tau^{2}-1^{2}\right)^{1 / 2}  \tag{36}\\
& T_{s a}=\left[\frac{X_{s}-\left\{Y_{s}-\left(a^{2} \cos ^{2} \phi-b^{2}\right)^{2} Z_{s}\right\}^{1 / 2}}{\left(a^{2} \cos ^{2} \phi-b^{2}\right)^{2}}\right]^{1 / 2}  \tag{37}\\
& x_{s}=\tau_{s}^{0} b^{2} \sin ^{2} \phi+\left(a^{2}-b^{2}\right) \tau_{s} \cos ^{2} \phi \\
& Y_{s}=\tau_{s}^{0^{2}} b^{4} \sin ^{4} \phi+\left(a^{2}-b^{2}\right)^{2} \tau_{s}^{2} \cos ^{4} \phi+ \\
& +2\left(a^{2}-b^{2}\right) b^{2} \tau \tau^{0} s^{0} \sin ^{2} \phi \cos ^{2} \phi \\
& z_{s}=\left(\tau-2 c_{d}^{2} \sin ^{2} \phi\right)^{2}-41^{2} c_{d}^{2}\left(a^{2}-c_{s}^{2}\right) \sin ^{2} \phi \cos ^{2} \phi \\
& \tau_{g}=a^{2} r^{2}+1^{2}\left(c_{s}^{2}-a^{2} \cos ^{2} \psi\right) \\
& \tau_{s}^{0}=a^{2} \tau^{2}-1^{2}\left(c_{s}^{2}-a^{2} \cos ^{2} \phi\right)  \tag{38}\\
& T_{s d}=\left[\left\{\left(\tau-\tau_{s d}\right) \operatorname{cosec} \phi+1\right\}^{2}-1\right]^{1 / 2}  \tag{39}\\
& \tau_{s a}=1 / a\left[1\left(a^{2}-c_{s}^{2}\right)^{1 / 2} \cos \phi+c_{d} \sin \phi\right]  \tag{40}\\
& \left.\tau_{s d}=\left[()^{2}-1\right)^{1 / 2} \cos \phi+\sin \dot{\phi}\right] \tag{41}
\end{align*}
$$

$$
\begin{align*}
& \tau_{s a}^{\prime}=\left[\frac{1^{2}\left(b^{2}-c_{s}^{2}\right)}{b^{2}-a^{2} \sin ^{2} q}\right]^{1 / 2}  \tag{42}\\
& \tau_{E d}=\left(1^{2}-1\right)^{1 / 2} \sec \psi  \tag{43}\\
& \tau_{=d a}^{2}=\left[\left(1^{2}-1\right)^{1 / 2} \cos \phi+\left(\frac{c^{2}-b^{2}}{a^{2}-b^{2}}\right]^{1 / 2} \sin \phi\right]  \tag{44}\\
& \phi_{s a}=\sin ^{-1} c_{s} / a, \phi_{s d}=\sin ^{-1} c_{s} / c_{d,}, \phi_{b a}=\sin ^{-1} b / a  \tag{45}\\
& \phi_{a b=}=\sin ^{-1}\left(\frac{c^{2}-b^{2}}{1^{2}\left(a^{2}-b^{2}\right)+c_{d}^{2}-a^{2}}\right)^{1 / 2}  \tag{46}\\
& \phi_{x}=\sin ^{-1}\left[\frac{\left(a^{2}-b^{2}\right)^{1 / 2}\left[1\left(c_{d}^{2}-b^{2}\right)^{1 / 2}+\left(1^{2}-1\right)^{1 / 2}\left(c_{d}^{2}-a^{2}\right)^{1 / 2}\right]}{1^{2}\left(a^{2}-b^{2}\right)+c_{d}^{2}-a^{2}}\right]  \tag{47}\\
& a=\left[\frac{c^{2}-a^{2}}{a^{2}-b^{2}}\right]^{1 / 2}, \quad \because \quad \quad \therefore=\left(1^{2}-1\right)^{1 / 2}, \\
& y=\frac{b}{a}\left(7^{2}-1\right)^{1 / 2}-\frac{1}{a}\left(c_{d}^{2}-b^{2}\right)^{1 / 2} ;  \tag{48}\\
& y^{\prime}=\frac{c_{a}}{a}\left(1^{2}-1\right)^{1 / 2}-\frac{1}{a}\left[\frac{a^{2}-c^{2}}{a^{2}-b^{2}}\left(c_{d}^{2}-b^{2}\right)\right]^{1 / 2} \\
& q_{s}^{ \pm}=i \tau \sin \phi \pm\left(\tau^{2}-\tau_{w s}^{2}\right)^{1 / 2} \cos \phi \tag{49}
\end{align*}
$$

$$
\begin{align*}
& \tau_{w s}=\left(w^{2}+1^{2}\right)^{1 / 2}  \tag{50}\\
& q_{s a}=i \tau \sin \phi-i\left(\tau_{w s}^{2}-\tau^{2}\right)^{1 / 2} \cos \phi \tag{51}
\end{align*}
$$

The first term in the expression
(33) is the equivoluminal motion behind the hemispherical wave front at $\tau=1$ and the second is due to the equivoluminal motion behind the conical wave front at $\tau=\tau_{s a}$. The third term in $u_{z s}$ represents the equivoluminal motion due to the head wave fronts at $\tau=\tau_{s d}$. The wave fronts $\tau=\tau_{s a}$ for $\phi>\phi_{\text {sd }}$ and $\tau=\tau_{\text {ga }}$ are shown in Figs. 4(a-1).

The equations $\tau=\tau^{\prime}, \tau=\tau^{\prime}$, and $\tau=\tau^{\prime}$ sda are shown in Fig. 4 by dashed curves which are similar to $\tau=\tau^{\prime} d a$ appearing in the $u_{z d}$. These dashed curved surfaces are not considered as wave fronts because it can be shown that displacements and their derivatives are continuous across these surfaces.

## 5. WAVE FRONT EXPANSIONS

The wave forms of the solution given in (31) and (33) are evaluted by approximate estimation of the integrals in the neighbourhood of the first arrival of the different waves. To facilitate this evaluation we put

$$
\begin{equation*}
w=\left[A^{2}+\left(B^{2}-A^{2}\right) \sin ^{2} c\right]^{1 / 2} \tag{52}
\end{equation*}
$$

in the integrals arising in $u_{z d}$ and $u_{z s}$ where $A$ and $B$ are respectively the lower and upper limits of the particular integral in question, and the range of integration with respect to is from 0 to $\pi / 2$.

Now for the first integral of (31), we put $w=T_{d} \sin a$ and hence for $\tau \rightarrow 1+$, we find that for any value of $a$,

$$
\begin{align*}
& w \rightarrow 0, \quad q_{d}^{+} \rightarrow i \sin \phi, \\
& m_{d} \rightarrow \cos \phi, \quad m_{s} \rightarrow\left(1^{2}-\sin ^{2} \phi\right)^{1 / 2}, \quad m_{0} \rightarrow\left(1^{2}-2 \sin ^{2} \phi\right) \\
& E^{1 / 2} \rightarrow \frac{1}{\rho}\left(c_{d}^{2}-a_{d}^{2} \sin ^{2} \phi\right)^{1 / 2}, \text { for } \phi\left\langle\frac{\cos \phi}{T_{d} \cos \alpha}\right.  \tag{53}\\
& \rightarrow \frac{i}{c_{d}}\left(a^{2} \sin ^{2} \phi-c_{d}^{2}\right)^{1 / 2}, \text { for } \phi>\phi_{d a} \\
& N \rightarrow N_{1}
\end{align*}
$$

where $N_{t}=\left(1^{2}-2 \sin ^{2} \psi\right)^{2}+4 \sin ^{2} \phi \cos \phi\left(1^{2}-\sin ^{2} \phi\right)^{1 / 2}$.
Substituting these approximate values in the first integral of
(31) one can find, for $\phi<\phi_{d a}$

$$
\begin{equation*}
\left[u_{z}\right] \rightarrow N_{z 1} \text { as } \tau \rightarrow 1+ \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{z 1}=\frac{P_{d a b c}^{d} \cos ^{2} \phi\left(1^{2}-2 \sin ^{2} \phi\right)}{\mu \rho\left(c_{d}^{2}-a^{2} \sin ^{2} \phi\right)^{1 / 2} \cdot N_{1}} \tag{56}
\end{equation*}
$$

Again in the second integral of (31) we put $w=T_{d a}$ sind and as $\tau \rightarrow 1-$ for $\phi>\phi_{d \alpha}$ we find that

$$
\begin{align*}
& a_{d a} \rightarrow i \sin \phi-i \cos \phi T_{d a} \sin \alpha \\
& \frac{d q_{d a}}{d t} \rightarrow \frac{i c_{d}}{\rho} \cdot \frac{T_{d a} \sin \alpha \sin \phi+\cos \phi}{\left(T_{d a}^{2} \sin ^{2} \alpha+1-\tau^{2}\right)^{1 / 2}} \tag{57}
\end{align*}
$$

Muting these values in the second integral of (31), we get

$$
\int_{0}^{\pi / 2} \operatorname{Re}\left[k_{z d}\left(i \sin \dot{\psi}-i \cos \phi T_{d a} \sin \alpha, T_{d a} \sin \alpha\right) \frac{i c_{d}}{\rho} \times\right.
$$

$$
\begin{equation*}
\left.\times \frac{T_{d a} \sin \alpha \sin \phi+\cos \phi}{\left(T_{d a}^{2} \sin ^{2} \alpha+1-\tau^{2}\right)^{1 / 2}}\right] T_{d a} \cos \alpha d \alpha \tag{58}
\end{equation*}
$$

$=\int_{0}^{\epsilon} \operatorname{Re}\left[k_{z d}\left(i \sin \dot{\phi}-i \cos \dot{\phi} T_{d a} \sin \alpha, T_{d \alpha} \sin \alpha\right) \frac{i c_{d}}{p} x\right.$ $\left.\times \frac{T_{d a} \sin \alpha \sin \phi+\cos \phi}{\left(T_{d \alpha}^{2} \sin ^{2} \alpha+1-\tau^{2}\right)^{1 / 2}}\right] T_{d a} \cos \alpha d \alpha+$
$+\int_{E}^{\pi / 2} \operatorname{Re}\left[k_{z d}\left(i \sin \phi-i \cos \phi T_{d a} \sin a, T_{d a} \sin a\right) \frac{i c_{d}}{\rho} x\right.$

$$
\begin{equation*}
\left.x \frac{T_{d a} \sin \alpha \sin \phi+\cos \phi}{\left(T_{d a}^{2} \sin ^{2} \alpha+1-\tau^{2}\right)^{1 / 2}}\right] T_{d a} \cos \alpha d \alpha \tag{59}
\end{equation*}
$$

where $E$ is very small.

Since the main contribution to the integral (58) as $\tau \rightarrow 1$ arises from the first integral of (59) as $\tau \rightarrow 1$, so for the evaluation of (58) as $\tau \rightarrow 1$, we consider the approximate value of the integral given by

$$
\begin{align*}
& \int_{0}^{\in} \operatorname{Re}\left[k_{z d}\left(i \sin \phi-i \cos \phi T_{d a} \sin \alpha, T_{d a} \sin \alpha\right) \frac{i c_{d}}{\rho} \times\right. \\
& \left.\quad \times \frac{T_{d a} \sin \alpha \sin \phi+\cos \phi}{\left(T_{d a}^{2} \sin ^{2} \alpha+1-T^{2}\right)^{1 / 2}}\right] T_{d a} \cos \alpha d \alpha
\end{align*}
$$

as $\tau \rightarrow 1$.

Since $\in$ is very small so $\alpha$ is also small. So for the evaluation of. the integral (60) as $\tau \rightarrow 1$ we also use the fact that $\alpha \rightarrow 0$, from which we get,

$$
\begin{align*}
& w \rightarrow 0, q_{d a} \rightarrow i \sin \phi, m_{d} \rightarrow \cos \phi, m_{s} \rightarrow\left(1^{2}-\sin ^{2} \phi\right)^{1 / 2}, \\
& m_{0} \rightarrow\left(1^{2}-2 \sin ^{2} \phi\right)  \tag{61}\\
& N \rightarrow N_{d}, E^{1 / 2} \rightarrow i / c_{d}\left(a^{2} \sin ^{2} \phi-c_{d}^{2}\right)^{1 / 2} \text { for } \phi>\phi_{d \alpha}
\end{align*}
$$

Now substituting these approximate values in (60) and integrating we obtain the approximate value of the integral as

$$
\begin{equation*}
-\frac{c_{d}^{2} \cos ^{2} \phi\left(1^{2}-2 \sin ^{2} \phi\right)}{p\left(a^{2} \sin ^{2} \frac{1}{\psi}-c_{d}^{2}\right)^{1 / 2} \cdot N_{1}} \log |\tau-1| \quad \text { when } \tau \rightarrow 1 \tag{62}
\end{equation*}
$$

So for $p>+$

$$
\begin{equation*}
\left[u_{z}\right] \rightarrow N_{z 4}^{\prime} \log |\tau-1| \text { as } \tau \rightarrow 1 \tag{63}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{z 4}=-\frac{2 P a b c \cos ^{2} \phi\left(1^{2}-2 \sin ^{2} \phi\right)}{\pi \mu \rho\left(a^{2} \sin ^{2} \phi-c_{d}^{2}\right)^{1 / 2} \cdot N_{1}} \tag{64}
\end{equation*}
$$

In order to obtain the value of $u_{z d}$ as $\tau \rightarrow \tau_{d a}$ we put

$$
w^{2}=A_{d a}^{2}+\left(T_{d a}^{2}-A_{d a}^{2}\right) \sin ^{2} \alpha .
$$

in the second integral of (31).
When $\tau \rightarrow \tau{ }^{+}+$, we find that

$$
w \rightarrow 0
$$

$$
a_{d \alpha} \rightarrow i \frac{c_{d}}{a}
$$

$$
\mathrm{dq}_{\mathrm{da}} / \mathrm{dt} \rightarrow \mathrm{iA}^{\prime}
$$

Where $\quad A^{\prime}=\frac{c_{d}}{\rho a}\left[\frac{a^{2}-c_{d}^{2}}{1-\tau_{d a}^{2}}\right)^{1 / 2}$ for $a>c_{d}$,

$$
\begin{aligned}
& m_{d} \rightarrow 1 / a\left(a^{2}-c_{d}^{2}\right)^{1 / 2} \text { for } a>c_{d} \\
& m_{s} \rightarrow \frac{1}{a}\left(a^{2}-c_{s}^{2}\right)^{1 / 2}, m_{0} \rightarrow \frac{1^{2}}{a^{2}}\left(a^{2}-2 c_{s}^{2}\right), \\
& N \rightarrow N_{2}
\end{aligned}
$$

where $\quad N_{2}=1 / a^{4}\left[1^{4}\left(a^{2}-2 c_{s}^{2}\right)^{2}+41 c_{d}^{2}\left(a^{2}-c_{d}^{2}\right)^{1 / 2}\left(a^{2}-c_{s}^{2}\right)^{1 / 2}\right]$

$$
E^{1 / 2} \rightarrow i K^{1 / 2}\left(\tau-\tau_{d \alpha}\right)^{1 / 2}
$$

where

$$
\left.k=\frac{2 a}{c_{d}} \frac{\cos ^{2} \alpha\left(a^{2}-c_{d}^{2}\right)^{1 / 2}}{\left(\left(a^{2}-c_{d}^{2}\right)^{1 / 2} \sin \phi-c_{d} \cos \phi\right.}\right] \quad \text { for } a>c_{d}
$$

Using these approximate values in the second integral of
we find that for $a>c_{d}$

$$
\begin{equation*}
\left[u_{z}\right] \rightarrow N_{z 4} \text { as } \tau \rightarrow \tau_{d a}+ \tag{66}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{z 4}=\frac{2 P a b}{\pi \mu c_{d} a^{3}} \frac{7^{2}\left(a^{2}-c_{d}^{2}\right)^{1 / 2}\left(a^{2}-2 c_{s}^{2}\right) A^{*} C^{1 / 2}}{(2 K A)^{1 / 2} N_{2}} \tag{67}
\end{equation*}
$$

where

$$
c=8 a^{2} c_{d} \tau_{d a}\left(a^{2}-c_{d}^{2}\right)^{1 / 2} \sin \phi \cos \phi
$$

$$
\begin{align*}
& A=a^{2}\left(a^{2}-b^{2}\right) \cos ^{2} \phi \tau d a\left(\tau d a+\tau_{d a}^{0}\right)+a^{2} b^{2} \sin ^{2} \phi \tau_{d a}\left(\tau_{d a}-\tau_{d a}^{0}\right) \\
& \tau_{d a}^{0}=\frac{1}{a}\left[c_{d} \sin \psi-\left(a^{2}-c_{d}^{2}\right)^{1 / 2} \cos \phi\right] \tag{68}
\end{align*}
$$

It may be noted that conical wave front $\tau=\tau_{\text {da }}$ does not arise for $a<c_{d}$.

Next when $\phi<\Phi_{-a \alpha}$, for the evaluation of $u_{z s}$ as $\tau \rightarrow 1$, we put $w=T_{s} \sin \alpha$ in the first integral of $(33)$. When $\tau \rightarrow \eta$, we find that in the above integral

$$
\begin{aligned}
& w \rightarrow 0 \\
& q_{a}^{+} \rightarrow i 1 \sin \phi \\
& \frac{d q_{s}^{+}}{d t} \rightarrow \frac{c_{d} 1 \cos d}{p} \frac{T_{s} \cos \alpha}{} \\
& \left(q^{2}+w^{2}\right) \rightarrow-1^{2} \sin ^{2} \psi^{2} \\
& m_{d} \rightarrow\left(1-7^{2} \sin ^{2} \phi\right)^{1 / 2} \\
& m_{9} \rightarrow 1 \cos \phi
\end{aligned}
$$

$$
\begin{aligned}
& m_{0} \rightarrow 1^{2}\left(\cos ^{2} \phi-\sin ^{2} \phi\right) \\
& E^{1 / 2} \rightarrow \frac{1}{C_{E}}\left(c_{B}^{2}-a^{2} \sin ^{2} \phi\right)^{1 / 2} \text { for } \phi<\phi_{\sin } \\
& \rightarrow \frac{i}{C_{E}}\left(a^{2} \sin ^{2} \phi-c_{B}^{2}\right)^{1 / 2} \text { for } \phi>\phi \\
& N \rightarrow 1^{3} N_{G}
\end{aligned}
$$

where $N_{3}=\left[1\left(\cos ^{2} \phi-\sin ^{2} \phi\right)^{2}+4 \sin ^{2} \phi \cos \phi\left(1-1^{2} \sin ^{2} \phi\right)^{1 / 2}\right]$.

Using these approximate values in the first integral of
one can find for all values of $a$ and $b$,

$$
\begin{equation*}
\left[u_{z}\right] \rightarrow N_{z 2} \text { for } \phi<\phi_{s a} \text { as } \tau \rightarrow 1 \tag{70}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{z 2}=-\frac{2 p a b c_{=} \sin ^{2} \phi \cos \phi\left(1-1^{2} \sin ^{2} \phi\right)^{1 / 2}}{\mu \rho} \frac{\left(c_{z}^{2}-a^{2} \sin ^{2} \phi\right)^{1 / 2} \cdot N_{3}}{} \tag{71}
\end{equation*}
$$

For $\phi^{\prime}>\dot{\phi}_{\text {sa }}$, considering approximate evaluation of last two integrals of (33) as $\tau \rightarrow 1$ it can be shown that for the case $a>b>c_{d}$

$$
\begin{align*}
& u_{z} \rightarrow N_{z \xi}^{\prime} \log |\tau-1| \text { for } \phi_{s a}<\phi<\phi_{s d} \text { as } \tau \rightarrow 1  \tag{72}\\
& u_{z} \rightarrow N_{z s}^{\prime} \log |\tau-1| \text { for } \phi>\phi_{s d} \text { as } \tau \rightarrow 1 \tag{73}
\end{align*}
$$

and for the case $c_{d}>a>b>c_{s}$,

$$
\begin{align*}
& u_{z} \rightarrow N_{z \dot{c}}^{\prime} \log |\tau-1| \text { for } \phi_{s d}<\phi<\phi_{s a} \text { as } \tau \rightarrow 1  \tag{74}\\
& u_{z} \rightarrow N_{z \xi}^{\prime} \log |\tau-1| \text { for } \phi>\phi_{s a} \text { as } \tau \rightarrow 1 \tag{75}
\end{align*}
$$

and also for the case $c_{s}>a>b$,

$$
\begin{equation*}
u_{z} \rightarrow N_{z 0}^{\prime} \log |\tau-1| \text { for } \phi>\phi_{\text {gd }} \text { as } \tau \rightarrow 1 \tag{76}
\end{equation*}
$$

where

$$
\begin{align*}
& N_{z 5}^{\prime}=\frac{2 p a b c=}{\pi \mu \rho} \frac{\sin ^{2} \phi \cos \phi\left(1-1^{2} \sin ^{2} \phi\right)^{1 / 2}}{\left(a^{2} \sin ^{2} \phi-c_{3}^{2}\right)^{1 / 2} N_{3}}  \tag{77}\\
& N_{z 3}^{\prime}=\frac{8 p a b c}{\pi \mu \rho} \frac{\sin ^{4} \phi \cos ^{2} \phi\left(1^{2} \sin ^{2} \phi-1\right)}{\left(a^{2} \sin ^{2} \phi-c_{3}^{2}\right)^{1 / 2} N_{4}}  \tag{78}\\
& N_{z \sigma}^{\prime}=-\frac{2 p a b c_{d}}{\pi \mu \rho} \frac{\sin ^{2} \phi \cos \phi\left(1^{2} \sin ^{2} \phi-1\right)^{1 / 2}\left(\cos ^{2} \phi-\sin ^{2} \phi\right)^{2}}{\left(c_{s}^{2}-a^{2} \sin ^{2} \phi\right)^{1 / 2} N_{4}} \\
& N_{4}=\left[1^{2}\left(\cos ^{2} \phi-\sin ^{2} \phi\right)^{4}+16 \sin ^{4} \phi \cos ^{2} \phi\left(1^{2} \sin ^{2} \phi-1\right)\right](80 \tag{80}
\end{align*}
$$

For the approximate evaluation of the displacements at the wave fronts $\tau=\tau_{\text {sa }}$ and $\tau=\tau_{\text {sd }}$ we follow similar procedure as
followed for the evaluation of $u_{z d}$ as $\tau \rightarrow \tau_{d a}$ and we find that

$$
\begin{align*}
& {\left[u_{z}\right] \rightarrow N_{z 5} \text { as } \tau \rightarrow \tau_{s a} \text { for } a>c_{d}}  \tag{81}\\
& {\left[u_{z}\right] \rightarrow N_{z o} \text { as } \tau \rightarrow \tau_{s a} \text { for } c_{d}>a>c_{s}}  \tag{82}\\
& {\left[u_{z}\right] \rightarrow N_{z 3}\left(\tau-\tau_{s d}\right)^{3 / 2} \text { as } \tau \rightarrow \tau_{s d} \text { for } a>c_{d}}  \tag{83}\\
& {\left[u_{z}\right] \rightarrow N_{z \tau}\left(\tau-\tau_{s d}\right) \text { as } \tau \rightarrow \tau_{s d} \text { for } a<c_{d}} \tag{84}
\end{align*}
$$

where

$$
\begin{align*}
& N_{z 5}=-\frac{4 P b C_{d} A_{s}\left[\left(a^{2}-c_{d}^{2}\right) D_{a}\right]^{1 / 2}}{\pi \mu a^{2}\left(2 K_{s} B_{s} A_{s}\right)^{1 / 2}}  \tag{85}\\
& N_{z O}=-\frac{16 P a^{2} b c_{d}^{3}\left(c_{d}^{2}-a^{2}\right) A_{s}^{\prime}\left[\left(a^{2}-c_{s}^{2}\right) D_{s}\right]^{1 / 2}}{\pi \mu\left(2 K_{s} 1^{2} A_{s}\right)^{1 / 2}\left[7^{6}\left(a^{2}-2 c_{s}^{2}\right)^{4}-16 c_{d}^{4}\left(c_{d}^{2}-a^{2}\right)\left(a^{2}-c_{s}^{2}\right)\right]}  \tag{86}\\
& N_{z 3}=-\frac{4 \mathrm{Pab}}{\pi \mu} A_{s d} B_{s d}^{2} B_{s d}^{\prime} A_{s d}\left[\frac{2 \operatorname{cosec} \phi}{a^{2}-c_{d}^{2}}\right]^{1 / 2}  \tag{87}\\
& N_{z 7}=\frac{4 \mathrm{Pab}}{\pi \mu} A_{s d} B_{s d}^{2} A_{s d}^{\prime}\left[\frac{2 \operatorname{cosec} \phi}{c_{d j}^{2}-a^{2}}\right]^{1 / 2}  \tag{88}\\
& A_{B}=\frac{1 c_{d}\left(a^{2}-c_{s}^{2}\right)^{1 / 2}}{\dot{p}\left[1\left(a^{2}-c_{a}^{2}\right)^{1 / 2} \sin \phi-c_{d} \cos \phi\right]} \tag{89}
\end{align*}
$$

$$
\begin{align*}
& D_{g}=8 a^{2} 1 c_{d} \operatorname{sa} \sin \phi \cos \phi\left(a^{2}-c_{9}^{2}\right)^{1 / 2}  \tag{90}\\
& B_{s}=-_{a^{4}}^{1}\left[1^{9}\left(a^{2}-2 c_{s}^{2}\right)^{2}+4 c_{d}^{2}\left\{\left(a^{2}-c_{d}^{2}\right)\left(a^{2}-c_{s}^{2}\right)\right\}^{1 / 2}\right]  \tag{91}\\
& A_{s}=\left[\tau_{s a} a^{2} b^{2}\left(\tau_{s a}-\tau_{s a}^{0}\right) \sin ^{2} \phi+\left(a^{2}-b^{2}\right) a^{2} \cos ^{2} \phi\left(\tau_{9 a}+\tau_{s a}^{0}\right)\right]  \tag{92}\\
& A_{s d}=\frac{\pi}{4}\left[\frac{2\left(1^{2}-1\right)^{1 / 2}}{\left(1^{2}-1\right)^{1 / 2} \sin \phi-\cos \phi}\right]^{1 / 2}  \tag{93}\\
& B_{s d}=\left(1^{2}-2\right)^{-1}  \tag{94}\\
& B_{s d}^{\prime}=4 A_{s d}\left(7^{2}-1\right)^{1 / 2} B_{s d}^{2}  \tag{95}\\
& A^{\prime}{ }_{s d}=\frac{c_{d}}{p}\left(1^{2}-1\right)^{1 / 2}\left[\left(1^{2}-1\right)^{1 / 2} \sin \phi-\cos \phi\right]^{-1} \tag{96}
\end{align*}
$$

In these expressions the notations $\left[u_{z}\right]$ stands for the change in $u_{z}$ across a wave front and $N_{z 1}$ etc. are wave front coefficients. It may also be noted that if we put $a=b$ in this problem, it reduces to the problem of uniformly expanding circular ring source and in that case our derived results coincide with the results given in the paper of Gakenheimer [1971].


4 (a) for $a>c_{d}, a>b>c_{s}, a c_{s}>b c_{d}$.


4 (b) for $a>c_{d}, a>b>c_{d}, a c_{3}<b c_{d}$.

Fig. 4. Wave pattern for equivoluminal and head wave motion.
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4 (g) for $c_{d}>a>c_{s}>b, \alpha>\beta, a c_{\mathrm{s}}<b c_{d}$.


4 (h) for $c_{d}>a>c_{\mathrm{l}}>b, \beta>\alpha>\gamma^{\prime}, a c_{\mathrm{s}}<b c_{d .}$.

Fig. 4. Wave pattern for equivoluminal and head wave motion.


4 (i) for $c_{d}>a>c_{s}>b, \alpha>\beta, a c_{s}>b c_{d}$.
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## CRACK PROBLEMS IN ELASTODYNAMICS
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# HIGH FREQUENCY SCATTERING OF ANTIPLANE SHEAR WAVES BY AN INTERFACE CRACK 

## 1. INTRODUCTION.

Scattering of elastic waves by a crack of finite length at the interface of two dissimilar elastic materials is important in view of its application in Geophysics and in Mechanical engineering problems. The extensive use of composite materiais in modern technology has created interest in the wave propagation problems in layered media with interfacial discontinuities. The diffraction of Love waves by a crack of finite width at the interface of a layered half space was studied by Neerhoff. [1979]. Kuo [1984] carried out numerical and analytical studies of transient response of an interfacial crack between two dissimilar orthotropic half spaces. Following the method of Mal [1970], Srivastava et al. [1980] also considered the low frequency aspect of the interaction of antiplane shear waves by a Griffith crack at the interface of two bonded dissimilar elastic half space.
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But high frequency solution of the diffraction of elastic waves by a crack of finite size is interesting in view of the fact that transient solution close to the wave front can be represented by an integral of high frequency component of the solution. Green's function method together with a function-theoretic technique based upon an extended Wiener-Hopf argument has been developed by Keogh [1985 a], [1985 b] for solving the problem of high frequency scattering of elastic waves by a Griffith crack situated in an infinite homogeneous elastic medium.

In the present paper, we have derived the high. frequency solution of the diffraction of SH-wave when it interacts with a Griffith crack located at the interface of two bonded dissimilar elastic half spaces. To solve the problem, following the method of Chang [1971], the problem has been formulated as an extended Wiener-Hopf equation and the asymptotic solutions for high frequencies or for wavelengths short compared to the length of the crack have been derived. Expressions for the dynamic stress intensity factor and the crack opening displacement have been obtained and the results have been illustrated graphically for two pairs of different types of material.

## 2. FORMULATION OF THE PROBLEM

Let $(x, y, z)$ be a rectangular Cartesian coordinates. Let an open crack of finite length 2 L be located at the interface of two bonded dissimilar elastic semi-infinite solids lying parallel to $x$-axis. The $x$-axis is taken along the interface, $y$-axis vertically upwards into the medium and z-axis is perpendicular to the plane of the paper. $\left(\mu_{1}, P_{1}\right)$ and $\left(\mu_{2}, \rho_{2}\right)$ are coefficients of rigidity and density respectively of the upper and lower semi-infinite medium. The crack is subjected to a normally incoming antiplane shear wave originating at $y=-\infty$.

We are interested in finding the high frequency solution of the diffraction problem i.e. the solution when the length of the crack is large compared to the wave length of the incident wave.

Accordingly we shall have to solve the problem when the crack is subject to the following boundary conditions:

$$
\begin{align*}
& \sigma_{y z}^{(1)}(x, 0+)=\sigma_{y z}^{(2)}(x, 0-)=-P_{s}-P_{0} e^{-i \omega t}, \quad|x|<L  \tag{1}\\
& v_{y z}^{(1)}(x, 0+)=\sigma_{y z}^{(2)}(x, 0-), \quad|x|>L  \tag{2}\\
& w_{i}(x, 0+)=w_{z}(x, 0-), \quad|x|>L \tag{3}
\end{align*}
$$

where $\omega$ is the circular frequency and $P_{5}$ is the static pressure.

Assume

$$
\begin{align*}
& w_{1}(x, y, t)=w_{1}(x, y) e^{-i \omega t}  \tag{4}\\
& w_{2}(x, y, t)=w_{2}(x, y) e^{-i \omega t} \tag{5}
\end{align*}
$$

where $W_{1}$ and $W_{2}$ satisfy the following two wave equations

$$
\begin{align*}
& \nabla^{2} W_{1}(x, y)+k_{1}^{2} W_{1}(x, y)=0  \tag{6}\\
& \nabla^{2} W_{2}(x, y)+k_{2}^{2} W_{2}(x, y)=0 \tag{7}
\end{align*}
$$

with

$$
\frac{\nabla^{2}}{\theta^{2}}=\frac{\theta^{2}}{\partial \mathrm{x}^{2}}+\frac{y^{2}}{\partial y^{2}}
$$

The shear wave number $k_{1}$ and $k_{2}$ are related to the two shear wave velocities $C_{1}$ and $C_{2}$ of medium (1) and (2) respectively by

$$
k_{1}=\omega / c_{1} \quad(8) \quad k_{2}=\omega / c_{2}
$$

Without any loss of generality we assume that $k_{2}>k_{1}$.

Let

$$
\begin{align*}
& c_{y z}^{(1)}(x, y, t)=\tau_{y z}^{(1)}(x, y) e^{-i \omega t}  \tag{10}\\
& c_{y z}^{(2)}(x, y, t)=\tau_{y z}^{(2)}(x, y) e^{-i \omega t} \tag{11}
\end{align*}
$$

In the boundary condition (1), $P_{S}$ is the static pessure assumed to be sufficiently large so that crack faces do not come in contact during vibration. Since we are interested in the dynamic part of the stress distribution, so the boundary conditions (1), (2) and
(3) may be written as

$$
\begin{array}{ll}
\tau_{y z}^{(1)}(x, 0+)=\tau_{y z}^{(2)}(x, 0-)=-P_{0}, & |x|<L \\
\tau_{y z}^{(1)}(x, 0+)=\tau_{y z}^{(2)}(x, 0-), & |x|>L \tag{13}
\end{array}
$$

and

$$
\begin{equation*}
W_{i}(x, 0+)=W_{2}(x, 0-), \quad|x|>L \tag{14}
\end{equation*}
$$

that is

$$
\begin{align*}
& \mu_{1} \frac{\partial W_{1}}{\partial y}=\mu_{2} \frac{\partial W_{2}}{\partial y}=-P_{0}, \quad|x|<L, \quad y=0  \tag{15}\\
& \mu_{1} \frac{\partial W_{1}}{\partial y}=\mu_{2} \frac{\partial W_{2}}{\partial y}, \quad|x|>L, \quad y=0 \tag{16}
\end{align*}
$$

and

$$
\begin{equation*}
W_{1}(x, 0+)=W_{2}(x, 0-), \quad|x|>L \tag{17}
\end{equation*}
$$

In order to obtain solutions of wave equations (6) and (7) we introduce Fourier transform defined by

$$
\begin{equation*}
\bar{W}(\alpha, y)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} w(x, y) e^{i a x} d x \tag{18}
\end{equation*}
$$

Thus we obtain the transformed wave equations as

$$
\begin{equation*}
\frac{d^{2} \bar{w}_{1}}{d y^{2}}-\left(d^{2}-k_{1}^{2}\right) \bar{w}_{1}=0 \tag{19}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d^{2} \bar{W}_{2}}{d y^{2}}-\left(c^{2}-k_{2}^{2}\right) \bar{W}_{2}=0 \tag{20}
\end{equation*}
$$

The solutions of (19) and (20), bounded as y tends to infinity, are

$$
\begin{align*}
& -W_{1}(\alpha, y)=A_{1}(\alpha) e^{-y_{1} y}, y \geq 0  \tag{21}\\
& \bar{W}_{2}(\alpha, y)=A_{2}(\alpha) e^{\gamma_{2} y}, \quad y \leq 0 \tag{22}
\end{align*}
$$

where $\quad \gamma_{1}=\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2} \quad$ (23) $\quad \gamma_{2}=\left(a^{2}-k_{2}^{2}\right)^{1 / 2}$
and

$$
\begin{equation*}
G_{i}(\alpha)=\frac{1}{\sqrt{2 \pi}} \int_{-L}^{L} \tau_{y z}^{(1)}(x, 0) e^{i \alpha u x} d x \tag{27}
\end{equation*}
$$

the transformed stress at the interface $y=0$ can be written as

$$
\begin{equation*}
\bar{\tau}_{y z}^{(1)}(\alpha, 0)=G_{+}(\alpha) e^{i \alpha L}+G_{1}(\alpha)+G_{-}(\alpha) e^{-i \alpha L} \tag{28}
\end{equation*}
$$

Using the boundary condition (12) we note that

$$
\begin{equation*}
G_{1}(\alpha)=-\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\left[e^{i \alpha L}-e^{-i \alpha L}\right] \tag{29}
\end{equation*}
$$

Further using the fact that

$$
\begin{equation*}
\overline{\tau_{y z}^{(1)}}(\alpha, 0)=-\mu_{1} \gamma_{1} A_{1}(\alpha) \tag{30}
\end{equation*}
$$

we obtain from (28)
$-\mu_{1} \gamma_{1} A_{1}(\alpha)=G_{+}(\alpha) e^{i \alpha L}+G_{-}(\alpha) e^{-i \alpha L}-\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\left[e^{i \alpha L}-e^{-i \alpha L}\right]$

Since from (12) and (13) stress $\tau_{y z}$ is continuous at all points of the interface, so we obtain

$$
\begin{equation*}
A_{2}(\alpha)=-\frac{\mu_{1} \gamma_{1}}{\mu_{2} \gamma_{2}} A_{1}(\alpha) \tag{32}
\end{equation*}
$$

So (21) and (22) take the forms

$$
\begin{align*}
& \bar{W}_{1}(\alpha, y)=A_{1}(\alpha) e^{-\gamma_{1} y}, \quad y \geq 0  \tag{33}\\
& \bar{W}_{2}(\alpha, y)=-\frac{\mu_{1} \gamma_{1}}{\mu_{2} \gamma_{2}} A_{1}(\alpha) e^{\gamma_{2} y}, \quad y \leq 0 \tag{34}
\end{align*}
$$

Now $\bar{W}_{1}(\alpha, 0+)-\bar{W}_{2}(\alpha, 0-)=\frac{1}{\sqrt{2 \pi}} \int_{-L}^{L}\left[W_{1}(x, 0+)-W_{2}(x, 0-)\right] e^{i \alpha x} d x$

$$
\begin{equation*}
=B\left(c_{x}\right), \quad(\text { say }) \tag{35}
\end{equation*}
$$

wich is the measure of the discontinuity of displacement along the surface of the crack. From (35) we get

$$
\begin{equation*}
A_{1}(\alpha)=\frac{\mu_{2} \gamma_{2} B(\alpha)}{\mu_{1} \dot{\gamma}_{1}+\mu_{2} \gamma_{2}} \tag{36}
\end{equation*}
$$

Eliminating $A_{1}(\alpha)$ from (31) and (36) we obtain an extended Wiener-Hopf equation, namely

$$
\begin{equation*}
G_{+}(\alpha) e^{i \alpha L}+G_{-}(\alpha) e^{-i \alpha L}+B(\alpha) K(\alpha)=\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\left[e^{i \alpha L}-e^{-i \alpha L}\right] \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
& K(\alpha)=\frac{\mu_{1} \mu_{2} \gamma_{1} \gamma_{2}}{\mu_{1} \gamma_{1}+\mu_{2} \gamma_{2}}=\frac{\mu_{1} \mu_{2}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}}{\left(\mu_{1}+\mu_{2}\right)} R(\alpha)  \tag{38}\\
& R(\alpha)=\frac{\left(\mu_{1}+\mu_{2}\right)\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}{\mu_{1}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}+\mu_{2}\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}} \tag{39}
\end{align*}
$$

In order to solve the Wiener-Hopf equation given by (37) we assume that the branch points $\alpha=k_{1}$ and $k_{2}$ of $K(\alpha)$ possess a small
imaginary part such that

$$
k_{1}=k_{1}+i k_{1}^{\prime} \quad \text { and } \quad k_{2}=k_{2}+i k_{2}^{\prime}
$$

where $k_{1}^{\prime}$ and $k_{2}^{\prime}$ are infinitesimally small positive quantities which would ultimately be made to tend to zero.

Now we write $K(\alpha)=K_{+}(\alpha) K_{-}(\alpha)$ where $K_{+}(\alpha)$ is analytic in the upper half plane $\operatorname{Im} \approx>-k_{2}$ whereas $K_{-}(\mathbb{C})$ is analytic in the lower half plane given by $\operatorname{Im} \alpha<k_{z}$. Since $\tau_{y \mathbf{z}}(x, 0)$ decreases exponentially as $x \longrightarrow \pm \infty, G_{+}(\alpha)$ and $G_{-}(\alpha)$ have the same common region of regularity as $K_{+}(a)$ and $K_{-}(\alpha)$.

Now (37) can easily be expressed as two integral equations relating $G_{+}(\alpha), G_{-}(\alpha)$ and $B(\alpha)$ as follows:

$$
\begin{align*}
& \frac{G_{+}(\alpha)}{K_{+}(\alpha)}-\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\left[\frac{1}{K_{+}(\alpha)}-\frac{1}{K_{+}(0)}\right]+ \\
& \\
& +\frac{1}{2 \pi i} \int_{C_{+}}^{(s-\alpha) K_{+}(s)}\left[G_{-}(s)+\frac{e_{0}^{-2 i s L}}{\sqrt{2 \pi} i s}\right] d s \\
& =-B(\alpha) K_{-}(\alpha) e^{-i \alpha L}+\frac{P_{0}}{\sqrt{2 \pi} i \alpha K_{+}(0)}  \tag{40}\\
& \\
& -\frac{1}{2 \pi i} \int_{C_{-}} \frac{e^{-2 i s L}}{(s-\alpha) K_{+}(s)}\left[G_{-}(s)+\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s
\end{align*}
$$

and

$$
\begin{aligned}
& \frac{G_{-}(\alpha)}{K_{-}(\alpha)}+\frac{P_{0}}{\sqrt{2 \pi} i \alpha K_{-}(\alpha)}+\frac{1}{2 \pi i} \int_{c_{-}}^{(s-\alpha) K_{-}(s)} \frac{e^{2 i s L}}{\left(G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s} \\
& =-B(\alpha) K_{+}(\alpha) e^{i \alpha L}-\frac{1}{2 \pi i} \int_{C_{+}}^{(s-\alpha) K_{-}(s)} \frac{e^{2 i s L}}{\left(G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s(41)}
\end{aligned}
$$

where $C_{+}$and $C_{-}$are the straight contours below the pole at $s=0$ and situated within the common region of regularity of $G_{+}(s)$, $G_{-}(s), K_{+}(s)$, and $K_{-}(s)$ as shown in Fig. 1.

In (40), the left-hand side is analytic in the upper half plane whereas the right-hand side is analytic in the lower-half plane and both of them are equal in the common region of analyticity of these two functions. So by analytic continuation, both sides of (40) are analytic in the whole of the s-plane. Now since

$$
\tau_{y z} \sim(x \mp L)^{-1 / 2} \quad \text { as } x \longrightarrow \pm L
$$

so,

$$
G_{ \pm}(\alpha) \sim \alpha^{-1 / 2} \quad \text { as }|\alpha| \longrightarrow \omega
$$

and also

$$
K_{ \pm}(a) \sim a^{1 / 2} \quad \text { as }|a| \longrightarrow \infty
$$

so it follows that


Fig. 1. Path of integration in the complex s-plane.

$$
\frac{G_{ \pm}(a)}{K_{ \pm}(a)} \sim a^{-1} \quad \text { as }|a| \longrightarrow \infty
$$

Therefore by Liouville's theorem, both sides of (40) are equal to zero. Equation (41) can be treated similarly:

Therefore from (40) and (41) we obtain the system of integral equations given by

$$
\begin{align*}
& {\left[G_{+}(a)-\frac{P_{0}}{\sqrt{2 \pi} i a}\right] \frac{1}{K_{+}(a)}+\frac{P_{o}}{\sqrt{2 \pi} i a K_{+}(0)}+} \\
& \quad+\frac{1}{2 \pi i} \int_{C_{+}} \frac{e^{-2 i s L}}{(s-\alpha) K_{+}(s)}\left[G_{-}(s)+\frac{P_{o}}{\sqrt{2 \pi} i s}\right] d s=0 \tag{42}
\end{align*}
$$

and

$$
\begin{align*}
& {\left[G_{-}(\alpha)+\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\right] \frac{1}{K_{-}(\alpha)}+} \\
& +\frac{1}{2 \pi i} \int_{C_{-}} \frac{e^{2 i s L}}{(s-a) K_{-}(s)}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s=0 \tag{43}
\end{align*}
$$

Since $\tau_{y x}^{(1)}(x, 0)$ is an even function of $x$, so from (25) and (26) it can be shown that $G_{+}\left(-Q^{2}\right)=G_{-}(x)$ and it has been shown in the Appendix that $k_{+}(-\alpha)=i K_{-}(\alpha)$. Using these results and replacing $\alpha$ by $-\alpha$ and $s$ by $-s$ in (42) it can easily be shown that equations (42) and (43) are identical. So $G_{+}(\alpha)$ and $G_{-}(\alpha)$ are to be determined from any one of the integral equation (42) or (43).
3. HIGH FREQUENCY SOLUTION OF THE INTEGRAL EQUATION

To solve the integral equation (43) in the case when normalized wave number $k_{i} L \geqslant 1$, the integration along the path $C_{0}$ in (43) is replaced by the integration round the circular contour $C_{0}$ round the pole at $s=0$ and by the integration along the contours $C_{k}$ and $C_{k_{2}}$ round the branch cuts through the branch points $k_{1}$ and $k_{2}$ of the function $K_{-}(s)$ as shown in Fig. 2.

Thus equation (43) takes the form

$$
\begin{align*}
& {\left[G_{-}(a)+\frac{P_{0}}{\sqrt{2 \pi} i a}\right]-\frac{P_{0} K_{-}(\alpha)}{\sqrt{2 \pi} i a K_{-}(0)}+} \\
& +\frac{K_{-}(a)}{2 \pi i} \int_{k_{1}+C_{k}}^{(s-\alpha) K_{-}(s)}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s=0 \tag{44}
\end{align*}
$$

Now

$$
\begin{aligned}
& \int_{k_{i}} \frac{e^{2 i s L}}{(s-\alpha) K_{-}(s)}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s \\
&=\frac{1}{\mu_{1}} \int_{k_{1}} \frac{e^{2 i s L} K_{+}(s)}{(s-\alpha)\left(s^{2}-k_{1}^{2}\right)^{1 / 2}}\left[G_{+}(s)-\frac{P_{o}}{\sqrt{2 \pi} i s}\right] d s
\end{aligned}
$$

which can easily be evaluated when $k_{1} L \gg 1$ and is found to be equal to


Fig. 2. Path of integration $C_{0}, C_{k_{1}}, C_{k_{2}}$.

$$
\begin{equation*}
-\frac{1}{\mu_{2}} \sqrt{\frac{\pi}{k_{1} L}} \frac{e^{2 i k_{1} L} K_{+}\left(k_{1}\right) e^{i \pi / 4}}{\left(k_{1}-a\right)}\left[G_{+}\left(k_{1}\right)-\frac{p_{0}}{\sqrt{2 \pi} i k_{1}}\right] \tag{45}
\end{equation*}
$$

Similarly for $k_{i} L \gg 1$

$$
\begin{align*}
& \int_{C_{k_{2}}} \frac{e^{2 i s L}}{(s-\alpha) K_{-}(s)}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s \\
= & -\frac{1}{\mu_{2}} \sqrt{\frac{\pi}{k_{2} L}} \frac{e^{2 i k_{2} L} K_{+}\left(k_{2}\right) e^{i \pi / 4}}{\left(k_{2}-\alpha\right)}\left[G_{+}\left(k_{2}\right)-\frac{P_{0}}{\sqrt{2 \pi} i k_{2}}\right] \tag{46}
\end{align*}
$$

Using the results (45) and (46) and also the relations $G_{+}(-\alpha)=G_{-}(\alpha)$ and $K_{-}(-\alpha)=-i K_{+}(\alpha)$, we obtain from (44)

$$
\begin{equation*}
F_{+}(-a)+\frac{A\left(k_{1}\right) F_{+}\left(k_{1}\right) e^{2 i k_{1} L}}{\varphi_{1}\left(k_{1}-\alpha\right) \sqrt{k_{1} L}}+\frac{A\left(k_{2}\right) F_{+}\left(k_{2}\right) e^{2 i k_{2} L}}{\mu_{2}\left(k_{2}-\alpha\right) \sqrt{k_{2} L}}=c(\alpha) \tag{47}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{+}(\xi)=\frac{1}{K_{-}(-\xi)}\left[G_{+}(\xi)-\frac{P_{o}}{\sqrt{2 \pi} i \xi}\right]  \tag{48}\\
& A(\xi)=\frac{\left[K_{+}(\xi)\right]^{2} e^{i \pi / 4}}{2 \sqrt{n}} \tag{49}
\end{align*}
$$

and

$$
\begin{equation*}
C(\xi)=\frac{P_{0}}{\sqrt{2 \pi} i K_{-}(0) \xi} \tag{50}
\end{equation*}
$$

Substituting $\alpha=-k_{1}$ and $\alpha=-k_{2}$ in (47), we obtain respectively the equations

$$
\begin{equation*}
\left[1+\frac{A\left(k_{1}\right) e^{2 i k_{1} L}}{2 \mu_{1} k_{1} \sqrt{k_{1} L}}\right] F_{+}\left(k_{1}\right)+\frac{A\left(k_{2}\right) F_{+}\left(k_{2}\right) e^{2 i k_{2} L}}{\mu_{2}\left(k_{1}+k_{2}\right) \sqrt{k_{2} L}}=-c\left(k_{1}\right) \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{A\left(k_{1}\right) e^{2 i k_{1} L}}{\mu_{i}\left(k_{1}+k_{2}\right) \sqrt{k_{1} L}} F_{+}\left(k_{1}\right)+\left[1+\frac{A\left(k_{2}\right) e^{2 i k_{2} L}}{2 \mu_{2} k_{2} \sqrt{k_{2} L}}\right] F_{+}\left(k_{2}\right)=-c\left(k_{2}\right) \tag{52}
\end{equation*}
$$

Now solving (51) and (52) we get

$$
\begin{equation*}
F_{+}\left(k_{1}\right)=c\left(k_{1}\right)\left[\frac{A\left(k_{2}\right)\left(k_{1}-k_{2}\right) e^{2 i k_{2} L}}{2 \mu_{2} k_{2}\left(k_{1}+k_{2}\right) \sqrt{k_{2} L}}-1\right] U\left(k_{1}, k_{2}\right) \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{+}\left(k_{2}\right)=C\left(k_{2}\right)\left[\frac{A\left(k_{1}\right)\left(k_{2}-k_{1}\right) e^{2 i k_{1} L}}{2 \mu_{1} k_{1}\left(k_{1}+k_{2}\right) \sqrt{k_{1} L}}-1\right] U\left(k_{1}, k_{2}\right) \tag{54}
\end{equation*}
$$

where

$$
\begin{align*}
& U\left(k_{1}, k_{2}\right)=\left[\begin{array}{l}
1+ \\
2 \mu_{1} k_{1} \sqrt{k_{1} L}
\end{array}+\frac{A\left(k_{2}\right) e^{2 i k_{2} L}}{2 \mu_{2} k_{2} \sqrt{k_{2} L}}+\right. \\
&\left.+\frac{A\left(k_{1}\right) A\left(k_{2}\right)\left(k_{1}-k_{2}\right)^{2} e^{\left.2 i \wedge k_{1}+k_{2}\right) L}}{4 \mu_{1} \mu_{2} k_{1} k_{2}\left(k_{1}+k_{2}\right)^{2} \sqrt{L K_{1}} \sqrt{L K_{2}}}\right]^{-1} \tag{55}
\end{align*}
$$

Now expanding $U\left(k_{1}, k_{2}\right)$ and neglecting higher order terms of $\left(k_{1} L\right)^{-1 / 2}$ and $\left(k_{2} L\right)^{-1 / 2}$ and using (47) we get

$$
\begin{aligned}
& G_{-}(\alpha)=-C(\alpha) K_{-}(0)+C(\alpha) K_{-}(\alpha)+ \\
& +\frac{K_{-}(\alpha) A\left(k_{1}\right) e^{2 i k_{1}^{L}} \cdot C\left(k_{1}\right)}{\mu_{1}\left(k_{1}-\alpha\right) \sqrt{k_{1} L}}\left[1-\frac{A\left(k_{1}\right) e^{2 i k_{1} L}}{2 \mu_{1} k_{1} \sqrt{k_{1} L}}-\frac{A\left(k_{2}\right) k_{1} e^{2 i k_{2} L}}{\mu_{2} k_{2} \sqrt{k_{2} L}\left(k_{1}+k_{2}\right)}\right]+ \\
& +\frac{K_{-}(\alpha) A\left(k_{2}\right) e^{2 i k_{2} L} \cdot C\left(k_{2}\right)}{\mu_{2}\left(k_{2}-\alpha\right) \sqrt{k_{2} L}}\left[1-\frac{A\left(k_{1}\right) k_{2} e^{2 i k_{1} L}}{\mu_{1} k_{1} \sqrt{k_{1} L}\left(k_{1}+k_{2}\right)}-\frac{A\left(k_{2}\right) e^{2 i k_{2} L}}{2 \mu_{2} k_{2} \sqrt{k_{2} L}}\right]
\end{aligned}
$$

Now replacing $\alpha$ by $-\alpha$ and using $C(-\alpha)=-C(\alpha)$. We have

$$
\begin{align*}
& G_{+}(\alpha)=C(\alpha) K_{-}(0)-C(\alpha) K_{-}(-\alpha)+ \\
& +\frac{K_{-}(-\alpha) A\left(k_{1}\right) e^{2 i k_{1} L} \cdot C\left(k_{1}\right)}{\mu_{1}\left(k_{1}+\alpha\right) \sqrt{k_{1} L}}\left[1-\frac{A\left(k_{1}\right) e^{2 i k_{1} L}}{2 \mu_{1} k_{1} \sqrt{k_{1} L}}-\frac{A\left(k_{2}\right) k_{1} e^{2 i k_{2} L}}{\mu_{2} k_{2} \sqrt{k_{2} L}\left(k_{1}+k_{2}\right)}\right]+ \\
& +\frac{K_{-}(-\alpha) A\left(k_{2}\right) e^{2 i k_{2} L} \cdot C\left(k_{2}\right)}{\mu_{2}\left(k_{2}+\alpha\right) \sqrt{k_{2} L}}\left[1-\frac{A\left(k_{1}\right) k_{2} e^{2 i k_{1} L}}{\mu_{1} k_{1} \sqrt{k_{1} L}\left(k_{1}+k_{2}\right)}-\frac{A\left(k_{2}\right) e^{2 i k_{2} L}}{2 \mu_{2} k_{2} \sqrt{k_{2} L}}\right] . \tag{57}
\end{align*}
$$

## 4. STRESS INTENSITY FACTOR AND CRACK OPENING DISPLACEMENT

 NEAR THE CRACK TIPSNow as $\alpha \longrightarrow \infty$

$$
\begin{aligned}
k_{-}(-\alpha)= & i k_{+}(\alpha)=-i\left(\alpha+k_{1}\right)^{1 / 2}\left[\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}\right]^{1 / 2} \simeq-i \alpha^{1 / 2}\left[\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}\right]^{1 / 2} \\
& \frac{k_{-}(-\alpha)}{\alpha+k_{1}} \approx-i \alpha^{-1 / 2}\left[\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}\right]^{1 / 2} \\
& \frac{k_{-}(-\alpha)}{} \begin{aligned}
\alpha+k_{2} & \approx-i \alpha^{-1 / 2}\left[\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}\right]^{1 / 2}
\end{aligned}
\end{aligned}
$$

So as $\alpha \rightarrow \infty$ we get from (56) and (57)

$$
G_{+}(\alpha) \approx S \alpha^{-1 / 2}+\frac{P_{0}}{\sqrt{2 \pi} i \alpha}
$$

and

$$
\begin{equation*}
G_{-}(\alpha) \approx-i S \alpha^{-1 / 2}-\frac{P_{o}}{\sqrt{2 \pi} i \alpha} \tag{58}
\end{equation*}
$$

where

$$
\begin{align*}
& \left.+\frac{A\left(k_{1}\right) A\left(k_{2}\right) e^{2 i\left(k_{1}+k_{2}\right) L}}{\mu_{1} k_{1} \mu_{2} k_{2} \sqrt{k_{1} L k_{2} L}}\right]\left[\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}\right]^{1 / 2} \tag{59}
\end{align*}
$$

Now from equation (37) using (58) and also the fact that

$$
\begin{equation*}
K(\alpha) \rightarrow \pm \alpha \frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}} \quad \text { as } \alpha \rightarrow \pm \infty \tag{60}
\end{equation*}
$$

we get

$$
\begin{equation*}
B(\alpha)=\frac{ \pm S}{\alpha \sqrt{a}}\left[i e^{-i a L}-e^{i \alpha L}\right] \frac{\mu_{1}+\mu_{2}}{\mu_{1} \mu_{2}} \text { as } a \rightarrow \pm \infty \tag{61}
\end{equation*}
$$

Taking inverse Fourier-Transform of (35) and using the results of Fresne1 integrals viz.

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sin (x+L) \alpha}{\sqrt{a}} d \alpha=\left[\frac{\pi}{2(x+L)}\right]^{1 / 2} \tag{62}
\end{equation*}
$$

We get the displacement jump across the surface of the crack as

$$
\begin{equation*}
\Delta W=W_{1}(x, 0+)-W_{2}(x, 0-)=2 S_{1}(1-i) \sqrt{(L-x)} \text { for } x \rightarrow L-0 \tag{63}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta W=W_{1}(x, 0+)-W_{2}(x, 0-)=2 S_{1}(1-i) \sqrt{(x+L)} \text { for } x \rightarrow-L+0 \tag{64}
\end{equation*}
$$

where $\quad S_{1}=\frac{\left(\mu_{1}+\mu_{2}\right)}{\mu_{1} \mu_{2}} s$

Next in order to find the value of $\tau_{x y}$ near about the crack tip we use (61) in (36) and (32) and to obtain

$$
\begin{equation*}
A_{j}(\alpha)=\frac{(-1)^{j+1} s}{\mu_{j} \alpha \sqrt{\alpha}}\left[i e^{-i \alpha L}-e^{i \alpha L}\right],(j=1,2) \text { as } \alpha \rightarrow \omega \tag{66}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{j}(\alpha)=\frac{(-1)^{j+1} s}{\mu_{j} \alpha \sqrt{-\alpha}}\left[e^{-i \alpha L}-i e^{i \alpha L}\right],(j=1,2) \text { as } \alpha \rightarrow-\infty \tag{67}
\end{equation*}
$$

Now

$$
\begin{align*}
\tau_{y z}(x, y) & =\mu_{j} \frac{\partial W_{j}(x, y)}{\partial y}, j=1,2 \\
& =\mu_{j} \frac{\partial}{\partial y}\left[\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} A_{j}(\alpha) \exp \left\{-\gamma_{j}|y|-i \alpha x\right\} d a\right] \tag{68}
\end{align*}
$$

Substituting the values of $A_{j}(\alpha)$ as $|\alpha| \rightarrow \infty$, we can write the stress near about the crack tip as

$$
\begin{align*}
y_{y z}(x, y)= & \frac{s}{\sqrt{2 \pi}} \int_{0}^{\omega} \frac{e^{-\alpha|y|}}{\sqrt{\alpha}}\left[e^{i \alpha(x+L)}-i e^{i \alpha(x-L)}-\right. \\
& \left.-i e^{-i \alpha(x+L)}+e^{-i \alpha(x-L)}\right] d \alpha \\
= & \frac{s(1-i)}{\sqrt{2 \pi}} \int_{0}^{\infty} \frac{e^{-\alpha|y|}}{\sqrt{\alpha}}[\cos \alpha(x+L)-\sin \alpha(x+L)+ \\
& +\cos \alpha(x-L)+\sin \alpha(x-L)] d \alpha \\
= & s(1-i)\left[\frac{1}{\sqrt{r_{z}}} \sin \frac{\phi_{2}}{2}+\frac{1}{\sqrt{r_{1}}} \cos \frac{\phi_{1}}{2}\right] \tag{69}
\end{align*}
$$

near about the crack tips, where

$$
\begin{align*}
& r_{1}=\left[(x-L)^{2}+y^{2}\right]^{1 / 2}, \quad \phi_{1}=\sin ^{-1} \frac{|y|}{r_{1}}  \tag{70}\\
& r_{2}=\left[(x+L)^{2}+y^{2}\right]^{1 / 2}, \quad \phi_{2}=\sin ^{-1} \frac{|y|}{r_{2}} \tag{71}
\end{align*}
$$

Therefore at the interface ( $y=0$ ) we obtain

$$
\begin{equation*}
\tau_{y z} \rightarrow \frac{S(1-i)}{\sqrt{(x-L)}} \quad \text { as } x \rightarrow L+0 \tag{72}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{y z} \rightarrow \frac{S(1-i)}{\sqrt{-(x+L)}} \quad \text { as } x \rightarrow-L-0 \tag{73}
\end{equation*}
$$

Now the stress intensity factor is defined by

$$
\begin{equation*}
k=\frac{|(1-i) s| \sqrt{2 \pi k_{1}}}{P_{0}} \tag{74}
\end{equation*}
$$

The absolute value of the complex stress intensity factor defined by (74) has been plotted against $k_{1} L$ in Fig. 3 for values of $k_{1} L>1$ for the following two sets of materials, given by

First Set:
Steel $1 \quad P_{1}=7.6 \mathrm{gm} / \mathrm{cm}^{3} \quad \mu_{1}=8.32 \times 10^{11}$ dyne $/ \mathrm{cm}^{2}$
Aluminium $\quad F_{2}=2.7 \mathrm{gm} / \mathrm{cm}^{3} \quad \mu_{2}=2.63 \times 10^{11}$ dyne $/ \mathrm{cm}^{2}$
Second Set:
Wrought iron $\rho_{1}=7.8 \mathrm{gm} / \mathrm{cm}^{3} \quad \mu_{1}=7.7 \times 10^{11}$ dyne $/ \mathrm{cm}^{2}$
Copper

$$
\rho_{2}=8.96 \mathrm{gm} / \mathrm{cm}^{3} \quad \mu_{2}=4.5 \times 10^{11} \text { dyne } / \mathrm{cm}^{2} .
$$



FIg. 3. Stress intensity factor $K$ versus dimensionless frequency $k_{1} l$.
5. CRACK OPENING DISPLACEMENT AT POINTS AWAY FROM THE CRACK TIPS Next in order to obtain the displacement jump for the large values of $k_{i}(L-x)$ and $k_{i}(L+x)$ we write $G_{+}(\alpha)$ and $G_{-}(\alpha)$ from and (56) respectively as

$$
\begin{equation*}
G_{+}(\alpha)=\frac{p}{\alpha}-\frac{Q K_{-}(-\alpha)}{\alpha}+\frac{R\left(k_{1}, k_{2}\right) K_{-}(-\alpha)}{k_{1}+\alpha}+\frac{R\left(k_{2}, k_{1}\right) K_{-}(-\alpha)}{k_{2}+\alpha} \tag{75}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{-}(\alpha)=-\frac{P}{\alpha}+\frac{Q K_{-}(\alpha)}{\alpha}+\frac{R\left(k_{1}, k_{2}\right) K_{-}(\alpha)}{k_{1}-\alpha}+\frac{R\left(k_{2}, k_{1}\right) K_{-}(\alpha)}{k_{2}-\alpha} \tag{76}
\end{equation*}
$$

where $\quad P=\frac{P_{0}}{\sqrt{2 \pi} i}$

$$
\begin{equation*}
Q=\frac{P_{0}}{\sqrt{2 \pi} i K_{-}(0)}=\frac{P}{K_{-}(0)} \tag{78}
\end{equation*}
$$

and
$R\left(k_{m}, k_{n}\right)=\frac{Q A\left(k_{m}\right) e^{2 i k_{m}^{L}}}{\mu_{m} k_{m} \sqrt{L k_{m}}}\left[1-\frac{e^{2 i k_{m}^{L}} A\left(k_{m}\right)}{\sqrt{L k_{m}} 2 \mu_{m} k_{m}}-\frac{e^{2 i k_{n} L} A\left(k_{n}\right) k_{m}}{\sqrt{L k_{n}} \mu_{n} k_{n}\left(k_{m}+k_{n}\right)}\right]$
where $m=1$ when $n=2$
and $m=2$ when $n=1$.

$$
\begin{align*}
& \text { Again using } K_{-}(-\alpha)=-i K_{+}(\alpha) \text { we get from (37) } \\
& B(\alpha)=-\frac{Q i e^{i \alpha L}}{\alpha k_{-}(\alpha)}+\frac{i R\left(k_{1}, k_{2}\right) e^{i \alpha L}}{\left(k_{1}+\alpha\right) K_{-}(\alpha)}+\frac{i R\left(k_{2}, k_{1}\right) e^{i \alpha L}}{\left(k_{2}+\alpha\right) K_{-}(\alpha)}- \\
&  \tag{80}\\
& -
\end{align*}
$$

From (35) we get the displacement jump across the surface of the crack as

$$
\begin{equation*}
W_{1}(x, 0+)-W_{2}(x, 0-)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} B(\alpha) e^{-i \alpha x} d \alpha \tag{81}
\end{equation*}
$$

Now substituting the expression of $B(\propto)$ from ( 80 ) in (81) and approximately evaluating the integrals arising in (81) term by term for large values of $k_{1}(L-x), k_{2}(L-x), k_{1}(L+x)$ and $k_{2}(L+x)$ and neglecting terms of order higher than $\left(k_{1} L\right)^{-3 / 2}$ and $\left(k_{2} L\right)^{-3 / 2}$, we obtain finally the crack opening displacement across the cracked-surface in the following form:

$$
\begin{align*}
& \Delta W=W_{1}(x, 0+)-W_{2}(x, 0-)=2 \pi Q K_{+}(0)\left[\frac{1}{\mu_{1} k_{1}}+\frac{1}{\mu_{2} k_{2}}\right)+ \\
& +\sqrt{2} Q e^{-i \pi / 4}\left[\left[\frac{e^{i k_{1}(L-x)}}{\sqrt{k_{1}(L-x)}}+\frac{e^{i k_{1}(L+x)}}{\sqrt{k_{1}(L+x)}}\right] x\right. \\
& x\left\{R_{i}+\frac{R_{1} R_{11} e^{2 i k_{1} L}}{\sqrt{2 K_{1} L}}+\frac{R_{2} R_{21} e^{2 i k_{2} L}}{\sqrt{2 K_{2} L}}+\frac{R_{1}\left(R_{11}\right)^{2} e^{4 i k_{1} L}}{\sqrt{2 K_{1} L} \sqrt{2 K_{1} L}}+\right. \\
& \left.+\frac{R_{2} R_{22} R_{21} e^{4 i K_{2} L}}{\sqrt{2 K_{2} L} \sqrt{2 K_{2} L}}+\frac{R_{1} R_{12} R_{21} e^{2 i\left(k_{1}+K_{2}\right) L}}{\sqrt{2 K_{1} L} \sqrt{2 K_{2} L}}+\frac{R_{2} R_{21} R_{11} e^{2 i\left(k_{1}+k_{2}\right) L}}{\sqrt{2 K_{1} L} \sqrt{2 K_{2} L}}\right\}+ \\
& +\left(\frac{e^{i k_{2}(L-x)}}{\sqrt{k_{2}(L-x)}}+\frac{e^{i k_{2}(L+x)}}{\sqrt{k_{2}(L+x)}}\right) x . \\
& x\left\{R_{2}+\frac{R_{2} R_{22} e^{2 i K_{2} L}}{\sqrt{2 K_{2} L}}+\frac{R_{1} R_{12} e^{2 i K_{1} L}}{\sqrt{2 K_{1} L}}+\frac{R_{2}\left(R_{22}\right)^{2} e^{4 i K_{2} L}}{\sqrt{2 K_{2} L} \sqrt{2 K_{2} L}}+\right. \\
& \left.\left.+\frac{R_{1} R_{11} R_{12} e^{4 i k_{1} L}}{\sqrt{2 k_{1} L} \sqrt{2 K_{1} L}}+\frac{R_{2} R_{21} R_{12} e^{2 i\left(k_{1}+k_{2}\right) L}}{\sqrt{2 k_{1} L} \sqrt{2 k_{2} L}}+\frac{R_{1} R_{12} R_{22} e^{2 i\left(k_{1}+k_{2}\right) L}}{\sqrt{2 k_{1} L} \sqrt{2 k_{2} L}}\right\}\right] \tag{82}
\end{align*}
$$

where

$$
\begin{align*}
& R_{1}=\frac{K_{+}\left(k_{1}\right)}{\sqrt{2} \mu_{1} k_{1}} R_{2}=\frac{k_{+}\left(k_{2}\right)}{\sqrt{2} \mu_{2} k_{2}} \\
& R_{11}=\frac{D\left[k_{+}\left(k_{1}\right)\right]^{2}}{\mu_{1}\left(k_{1}+k_{1}\right)} \quad R_{22}=\frac{D\left[K_{+}\left(k_{2}\right)\right]^{2}}{\mu_{2}\left(k_{2}+k_{2}\right)} \\
& R_{21}=\frac{D K_{+}\left(k_{1}\right) K_{+}\left(k_{2}\right)}{\mu_{1}\left(k_{1}+k_{2}\right)} \\
& D=(-1) \frac{R_{12}}{}=\frac{D K_{+}\left(k_{1}\right) K_{+}\left(k_{2}\right)}{\mu_{2}\left(k_{1}+k_{2}\right)} \\
& \sqrt{2 \pi}
\end{align*}
$$

Expressions in (63) and (64) give the displacement jump nearabout the crack tips where as the displacement jump at points away from the crack tips are given by (82).

From these two results we can obtain the crack opening displacement at any point of the crack surface $-L<x<L, y=0$.

Here also normalized crack opening displacement has been plotted against normalized distance $x / L$ from the centre of the crack for two different sets of materials in Fig. 4. It is interesting to note that oscillatory nature of the crack opening displacement increases with the increase of frequencies as a result of the interference of waves inside the crack. Further we note that amplitude of the crack opening displacement decreases with the increase of frequency.


Fic. 4. Normalized crack opening displacement versus normalized distance $x / /$ from the centre of the crack.

$$
K(\alpha)=\frac{\mu_{1} \mu_{2}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}}{\left(\mu_{1}+\mu_{z}\right)} R(\alpha)
$$

where $\quad R(\alpha)=\frac{\left(\mu_{1}+\mu_{2}\right)\left(\alpha^{2}-k_{z}^{2}\right)^{1 / 2}}{\mu_{1}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}+\mu_{2}\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}$
put $\quad m=\frac{\mu_{2}}{\mu_{1}}$

Therefore

$$
\begin{equation*}
K(\alpha)=\frac{\mu_{2}\left(a^{2}-k_{1}^{2}\right)^{1 / 2}}{1+m} R(a) \tag{A1}
\end{equation*}
$$

where

$$
R(\alpha)=\frac{(1+m)\left(d_{2}^{2}-k_{2}^{2}\right)^{1 / 2}}{\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}+m\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}} \rightarrow 1 \text { as }|\alpha| \rightarrow \omega
$$

Now

$$
R_{+}(\alpha) R_{-}(\alpha)=\left[\frac{m}{1+m}+\frac{\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}}{(m+1)\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}\right]^{-1}
$$

Therefore
$\log R_{+}(\alpha)+\log R_{-}(\alpha)=$

$$
=\log \left[\frac{m}{1+m}+\frac{\left(a^{2}-k_{1}^{2}\right)^{1 / 2}}{(m+1)\left(a^{2}-k_{2}^{2}\right)^{1 / 2}}\right]^{-1}=\log R(a)
$$

Therefore

$$
\log R_{+}(a)=\frac{1}{2 \pi i} \int_{C_{L}} \frac{\log R(z)}{(z-\alpha)} d z=\frac{1}{2 \pi i} \int_{-i c-\infty}^{-i c+\infty} \frac{\log R(z)}{(z-\alpha)} d z
$$

where the path of integration $C_{L}$ is shown in Fig. 5. Putting $z=-z$ and using the fact that $R(z)=R(-z)$, we get

$$
\begin{aligned}
\log R_{+}(\alpha) & =-\frac{1}{2 \pi i} \int_{i c-\infty}^{i c+\infty} \frac{\log R(z)}{(z+\alpha)} d z \\
& =-\frac{1}{2 \pi i} \int_{C_{1}} \frac{\log R(z)}{(z+\infty)} d z
\end{aligned}
$$

where $C_{1}$ is the contour round the branch points $k_{1}$ and $k_{2}$ as shown in Fig. 6.

So,

$$
\begin{aligned}
\log R_{+}(\alpha) & =\frac{1}{2 \pi i} \int_{C_{1}} \frac{\log \left[\frac{m}{m+1}+\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{(m+1)\left(z^{2}-k_{2}^{2}\right)^{1 / 2}}\right]}{(z+\alpha)} d z \\
& =\frac{1}{2 \pi i} \int_{k_{1}}^{k_{2}} \frac{\log \left[1+\frac{i\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right]}{(z+\alpha)} d z-
\end{aligned}
$$



Fig. 5. Complex z-plane.


Fig. 6. Path of integration round the branch points.

$$
\begin{aligned}
& -\frac{1}{2 \pi i} \int_{k_{2}}^{k_{2}} \frac{\log \left[1-\frac{i\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{z}^{2}-z^{2}\right)^{1 / 2}}\right]}{(z+a)} d z \\
& =-\frac{1}{\pi} \int_{k_{1}}^{k_{2}} \frac{\tan ^{-1}\left[\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right]}{(z+a)} d z \\
& \text { Therefore } \\
& \text { Similarly } \\
& R_{-}(\alpha)=\exp \left[\begin{array}{c}
1 \\
\left.-\sum_{2} \int_{k_{1}}^{\tan ^{-1}} \frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right] \\
(z-\alpha)
\end{array} d z\right]
\end{aligned}
$$

Therefore from (A1) we can write
and

Hence from (A2) and (A3) we get

$$
\begin{align*}
k_{+}(-\alpha) & =\frac{\sqrt{\mu_{2}} i\left(\alpha-k_{1}\right)^{1 / 2}}{\sqrt{(1+m)}} \exp \left[\frac{1}{-} \int_{2}^{k_{2}} \frac{\tan ^{-1}\left[\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{z}^{2}-z^{2}\right)^{1 / 2}}\right]}{(z-\alpha)} d z\right] \\
& =i k_{-}(\alpha) \\
\text { i.e. } & k_{+}(-\alpha)=i k_{-}(\alpha)
\end{align*}
$$

# HIGH FREQUENCY SCATTERING OF PLANE HORIZONTAL SHEAR WAVES BY a griffith crack propagating along the bimaterial interface 

## 1. INTRODUCTION

Scattering of elastic waves by a stationary or a moving crack of finite length at the interface of two dissimilar elastic materials is important in view of its application in fracture' mechanics as well as in seismology. Recently, Takei, Shindo and Atsumi [1982] considered the problem of diffraction of transient horizontal shear waves by a finite crack lying on a bimaterial interface. The method of solution was extended by Ueda, Shindo and Atsumi [1983] to solve the problem of torsional impact response of a penny shaped interface crack. Srivastava et al [1980] also considered the low frequency aspect of the. interaction of an antiplane shear wave by a Griffith crack at the interface of two bonded dissimilar elastic half spaces.

In the case of cracks of finite size, travelling at a constant velocity, loads, for mathematical simplicity, are usualiy assumed to be independent of time. However, in practice, structures
are often required to sustain oscillating loads where the dynamic disturbances propagate through the elastic medium in the form of stress waves. The problem of diffraction of plane harmonic polarized shear wave by a half plane crack extended under antiplane strain was first studied by Jahanshahi [1967]. Later Chen and sih [1973] considered the interaction of stress waves with a semi-infinite running crack under either the plane strain or the generalized plane stress condition. Sih and Loeber [1970] and Chen and $\sin [1975]$ also considered the problem of scattering of plane harmonic waves by a running crack of finite length. In both the cases the problem was reduced to a system of simultaneous Fredholm integral equations which were solved numerically.

In the present paper, we have investigated the high frequency solution of the problem of diffraction of horizontally polarized shear waves by a finite crack moving on a bimaterial interface. The high frequency solution of the diffraction of elastic waves by a crack of finite size is important in view of the fact that transient solution close to the wave front can be represented by an integral of the high frequency component of the solution. In order to solve the problem, following the method of Chang [1971], the problem has been formulated as an extended Wiener-Hopf equation and the asymptotic solutions for high frequencies or for wave lengths which are short compared to the
length of the crack have been derived. Expressions for the dynamic stress intensity factor at the crack tip and the crack opening displacement have been derived. The dynamic stress intensity factor for high frequencies has been illustrated graphically for two pairs of different types of materials for different crack velocities and angles of incidence.

## 2. FORMULATION OF THE PROBLEM AND ITS SOLUTION

Let a plane crack of width 2 L move at a constant velocity v at the interface of two bonded dissimilar elastic semi-infinite media due to the incidence of the plane horizontal SH-wave

$$
\begin{equation*}
W_{i}=A \exp \left[-\left\{k_{1}\left(X \operatorname{cose} e_{1}+Y \sin \theta_{1}\right)+\Omega T\right\}\right] \tag{1}
\end{equation*}
$$

in the medium. The crack lies on the bimaterial interface along $Y=0$ with respect to the fixed rectangular co-ordinate system ( $X, Y, Z$ ) as shown in Fig. 1.

We assume that the displacement and stress fields $W_{j},{ }^{\tau} y z_{j}$ $(j=1,2)$ are

$$
\begin{align*}
& W_{j}=W_{j}(X, Y, T)  \tag{2}\\
& \tau_{y z_{j}}=\mu_{j} \frac{\partial W_{j}(X, Y)}{\partial Y}, \tag{3}
\end{align*}
$$

in which subscripts $j=1,2$ refer to the upper and lower half planes,

lïg. 1. Running interface crack.
respectively, $T$ denotes time and $\mu_{j}$ is shear modulus of elasticity. The displacement $W_{j}$ is governed by the classical wave equation

$$
\begin{equation*}
\frac{\partial^{2} W_{j}}{\partial X^{2}}+\frac{\partial^{2} W_{j}}{\partial Y^{2}}=\frac{1}{c_{j}^{2}} \frac{\partial^{2} W_{j}}{\partial T^{2}}, \quad(j=1,2) \tag{4}
\end{equation*}
$$

where $c_{j}=\left(\mu_{j} / \rho_{j}\right)^{1 / 2}$ is shear wave velocity and $\rho_{i}$ is the density of the material. Without any loss of generality, we further assume that $c_{1}>c_{2}$.

Due to the incident wave given by (1), reflected and transmitted waves in the absence of the crack may be written in the form

$$
\begin{equation*}
W_{r}=B \exp \left[-i\left\{k_{1}\left(X \cos \Theta_{1}-Y \sin \Theta_{i}\right)+\Omega T\right\}\right] \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{r}=C \exp \left[-i\left\{k_{2}\left(X \cos \theta_{2}+Y \sin \theta_{2}\right)+\Omega T\right\}\right] \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
& B=\frac{k_{1} \sin \theta_{1}-m k_{2} \sin \theta_{2}}{k_{1} \sin \theta_{1}+m k_{2} \sin \theta_{2}} A  \tag{7}\\
& C=\frac{2 k_{1} \sin \theta_{1}}{k_{1} \sin \theta_{1}+m k_{2} \sin \theta_{2}} A  \tag{8}\\
& m=\mu_{2} / \mu_{1} \quad \text { and } \quad k_{1} \cos \theta_{1}=k_{2} \cos \theta_{2} \tag{9}
\end{align*}
$$

$A, B, C$ are incident, reflected and transmitted wave amplitude, $k_{j}$ is the wave number, $\Omega=k_{j} c_{j}$ is the circular frequency and $\theta_{1}$, $\theta_{2}$ are the angles of incidence and refraction, respectively.

A set of moving co-ordinates $\left(x, y_{j}, z, t\right)$ attached to the centre of the crack moving at a constant velocity $V$ is introduced in accordance with

$$
\begin{equation*}
x=x-v t, \quad y_{j}=s_{j} Y, \quad z=z, \quad t=T \tag{10}
\end{equation*}
$$

where $s_{j}=\left(1-M_{j}^{2}\right)^{1 / 2}$ and $M_{j}=V / c_{j}$ is the Mach number.

$$
\begin{equation*}
\text { In terms of the translating co-ordinates } x, y_{i} \text {, equation } \tag{4}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\frac{\dot{\partial}^{2} W_{j}}{\partial x^{2}}+\frac{\dot{\theta}^{2} W_{i}}{\partial y_{i}^{2}}+\frac{1}{c_{j}{ }^{2} s_{j}^{2}} \frac{\dot{\partial}}{\partial t}\left[2 M_{j} c_{j} \frac{\partial W_{j}}{\partial x}-\frac{\partial W_{j}}{\partial t}\right]=0 \tag{11}
\end{equation*}
$$

In the moving system ( $x, y, z, t$ ) equations (1), (5) and (6) take the form
$e^{-i \omega t}\left[\begin{array}{c}W_{i} \\ W_{r} \\ W_{T}\end{array}\right]=\left[\begin{array}{c}A \exp \left[-i\left\{k_{1}\left(x \cos \theta_{1}+\frac{y_{1}}{s_{1}} \sin \theta_{1}\right)+\omega t\right\}\right] \\ B \exp \left[-i\left\{k_{1}\left(x \cos \hat{\theta}_{1}-\frac{y_{1}}{s_{1}} \sin \theta_{1}\right)+\omega t\right\}\right] \\ C \exp \left[-i\left\{k_{2}\left(x \cos \theta_{2}+\frac{y_{2}}{s_{2}} \sin \theta_{2}\right)+\omega t\right\}\right]\end{array}\right]$,
where $\omega=\Omega \alpha$ and $\alpha=\left(1+M_{1} \cos \theta_{1}\right)=\left(1+M_{2} \cos \theta_{2}\right)$.
In view of the equation (12) we take the solution of (11) as

$$
\begin{equation*}
W_{j}\left(x, y_{j}\right) e^{-i \omega t}=w_{j}\left(x, y_{j}\right) \exp \left[i\left(M_{j} \lambda_{j} x-\omega t\right)\right] . \tag{13}
\end{equation*}
$$

Substitution of equation (13) into equation (11) yields the

Helmholtz equation governing $w_{i}$ :

$$
\begin{equation*}
\frac{\partial^{2} w_{i}}{\partial x^{2}}+\frac{\partial^{2} w_{i}}{\partial y_{i}^{2}}+\dot{\lambda}_{j}^{2} w_{i}=0, \quad(j=1,2) \tag{14}
\end{equation*}
$$

where

$$
\lambda_{i}=\frac{k_{i}^{c}}{s_{i}{ }^{2}}
$$

Applying Fourier transform, equation (14) can be solved and the result is

$$
\begin{aligned}
& w_{1}\left(x, y_{1}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} B_{1}(\xi) \exp \left[-i \xi x-\left(\xi_{1}^{2}-\lambda_{1}^{2}\right)^{1 / 2} y_{1}\right] d \xi, \quad y_{1}>0 \\
& w_{2}\left(x, y_{2}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} B_{2}(\xi) \exp \left[-i \xi x+\left(\xi^{2}-\lambda_{2}^{2}\right)^{1 / 2} y_{2}\right] d \dot{\xi}, \quad y_{2}<0
\end{aligned}
$$

From (13),(15) and (16) we obtain the displacement components due. to scattered field as

$$
W_{1}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} A_{1}(\xi) \exp \left[-i \xi x-v_{1} y_{1}\right] d \xi_{2}, \quad y_{1}>0
$$

and

$$
W_{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} A_{2}(\ddot{\zeta}) \exp \left[-i \xi x+\nu_{2} y_{2}\right] d \dot{\xi}, \quad y_{2}<0
$$

where

$$
\begin{equation*}
u_{i}=\left[\left(\xi+\lambda_{j} M_{j}\right)^{2}-\lambda_{j}^{2}\right]^{1 / 2}, \quad j=1,2 \tag{19}
\end{equation*}
$$

$A_{1}(\xi)$ and $A_{2}(\xi)$ are the unknown quantities to be determined from the following boundary conditions:

$$
\begin{align*}
& \mu_{1} s_{1} \frac{\partial W_{1}}{\partial y_{1}}=\mu_{2} s_{2} \frac{\partial W_{2}}{\partial y_{2}}, \text { for all } x, \quad y=0  \tag{20}\\
& W_{1}=W_{2}, \quad|x|>L, \quad y=0  \tag{21}\\
& \therefore \frac{\partial W_{1}}{\partial y_{1}}+\frac{\partial W_{i}}{\partial y_{1}}+\frac{\partial W_{r}}{\partial y_{1}}=0, \quad|x|<L, \quad y=0+ \tag{22}
\end{align*}
$$

From the boundary condition (22) we obtain

$$
\begin{equation*}
\frac{\partial W_{1}}{\partial y_{1}}=A_{1} \exp \left[-i k_{1} \times \operatorname{cose} e_{1}\right], \quad|x|<L, \quad y=0 \tag{23}
\end{equation*}
$$

where $\quad A_{1}=\frac{i(A-B) k_{1} \sin \theta_{1}}{s_{1}}$
Using (17), the above equation can be written as

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} A_{1}(\xi) v_{1} \exp [-i \xi x] d \xi & =-A_{1} \exp \left[-i k_{1} x \cos _{1}\right], \quad-L<x<L \\
& =P(x), \quad x>L \quad \text { (say) } \\
& =Q(x), \quad x<-L \quad \text { (say) }
\end{aligned}
$$

Therefore,

$$
\begin{align*}
A_{1}(\xi) \nu_{1} & =\exp [i \xi L] G_{+}(\xi)+\exp [-i \xi L] G_{-}(\xi)- \\
& -\frac{A_{1}}{i(\xi-\xi)}\left[\exp \left\{i\left(\xi-\xi, \xi_{0}\right) L\right\}-\exp \left\{-i\left(\xi-\xi_{0}\right) L\right\}\right] \tag{25}
\end{align*}
$$

where

$$
\begin{align*}
& G_{+}(\xi)=\int_{-}^{\omega} P(x) \exp [i \zeta(x-L)] d x \\
& \underbrace{-L}_{-}  \tag{26}\\
& G_{-}(\xi)=\int_{-\infty}^{\infty} Q(x) \exp [i \xi(x+L)] d x \\
& \xi_{0}=k_{i} \cos \Theta_{i} . \tag{27}
\end{align*}
$$

From the boundary condition (20) we obtain

$$
\begin{equation*}
A_{2}(\xi)=-\frac{M v_{1} A_{1}(\xi)}{v_{2}} \tag{29}
\end{equation*}
$$

where $\quad M=\frac{\mu_{1} s_{1}}{H_{2} s_{2}}$.

Next using the boundary condition (21), we obtain
$\infty$

$$
\begin{align*}
A_{1}(\xi)-A_{2}(\xi) & =\int_{-\infty}\left(W_{1}-W_{2}\right) \exp [i \zeta x] d x \\
& =\int_{-L}^{L} P_{1}(x) \exp [i \zeta x] d x \\
& =N(\xi) \quad(\text { say })
\end{align*}
$$

which is the measure of the discontinuity of displacement along the surface of the crack. Now with the aid of (29) and (31), we find

$$
\begin{equation*}
A_{i}(\xi)=\frac{v_{2} N\left(\xi_{i}\right)}{v_{2}+M_{i}} \tag{32}
\end{equation*}
$$

Eliminating $A_{1}(C)$ from (25) and (32) we obtain an extended Wiener-Hopf equation, namely

$$
\exp [i \xi L] G_{+}(\xi)+\exp [-i \xi L] G_{-}(\xi)-N(\xi) K(\xi)
$$

$$
\begin{equation*}
\left.=\frac{A_{1}}{i(\xi-\xi}\right)\left[\exp \left\{i\left(\xi-\xi_{0}\right) L\right\}-\exp \left\{-i\left(\xi-\xi_{0}\right) L\right\}\right] \tag{33}
\end{equation*}
$$

where $\quad K\left(E_{0}\right)=\frac{\nu_{1} \nu_{2}}{\nu_{2}+M \nu_{1}}=\frac{\nu_{1}}{1+M} R(\dot{C})$

$$
\begin{equation*}
R(c)=\frac{(1+M) v_{2}}{v_{2}+M v_{1}} \tag{35}
\end{equation*}
$$

In order to solve the Wiener-Hopf equation given by (33) we assume that branch points $\varepsilon=\lambda_{1}\left(1-M_{1}\right), \lambda_{2}\left(1-M_{2}\right), \quad-\lambda_{1}\left(1+M_{1}\right)$ and $-\lambda_{2}\left(1+M_{2}\right)$ of $K(\xi)$ possess small imaginary parts, which would ultimately be made to tend to zero.

Now we write $K(\xi)=K_{+}(\xi) K_{-}(\xi)$, where $K_{+}(\xi)$ is analytic in the upper-half $p$ lane $\operatorname{Im} \xi>\operatorname{Im}\left[-\lambda_{i}\left(1+M_{i}\right)\right]$, whereas $K_{-}(\xi)$ is analytic in the lower-half plane given by $\operatorname{Im} 民<\operatorname{Im}\left[\lambda_{i}\left(1-M_{1}\right)\right]$. The expressions of $K_{+}(\ddot{\zeta})$ and $K_{-}(\zeta)$ are derived in the Appendix. Since $\frac{\partial W_{1}}{\partial y_{1}}$ decreases exponentially as $x \rightarrow \pm \infty, G_{+}(\xi)$ and $G_{-}(\xi)$ have the same common region of regularity as $K_{+}(\xi)$ and $K_{-}(\xi)$.

Now equation (33) can easily be expressed as two integral
equations involving $G_{+}(\xi), G_{-}(\xi)$ and $N(\xi)$ as follows:

$$
\begin{aligned}
& \frac{G_{+}(\dot{\zeta})}{K_{+}(\xi)}-\frac{A_{i} e^{-i \zeta_{j}} o^{L}}{i\left(\xi-\zeta_{0}\right)}\left[\frac{1}{K_{+}(\xi)}-\frac{1}{K_{+}\left(\zeta_{0}\right)}\right]+
\end{aligned}
$$

$$
\begin{align*}
& =N(\xi) K_{-}(\xi) e^{-i \vec{C} L}+\frac{A_{i} e^{-i \xi_{0} L}}{i\left(\xi_{-\xi_{0}}\right) K_{+}\left(\xi_{0}\right)}- \\
& -\frac{1}{2 \pi i} \int_{C_{-}} \frac{e^{-2 i s L}}{\left(s-\xi_{j}\right) K_{+}(s)}\left[G_{-}(s)+\frac{A_{1} e^{i F_{z}} o^{L}}{i\left(s-\xi_{0}\right)}\right] d s, \tag{36}
\end{align*}
$$

where $c_{+}$and $c_{\text {_ }}$ are the straight contours below the pole at $\xi_{0}$ and situated within the common region of regularity of $G_{+}(\xi)$, $G_{-}(\xi), K_{+}(\xi)$ and $K_{-}(\xi)$ as shown in Fig. 2.

The left hand side of (36) is analytic in the upper-half plane whereas the right hand side is analytic in the lower-half plane and both of them are equal in common region of analyticity of these two functions. Therefore, by analytic continuation, both sides of are analytic in the whole of the $s$-plane. Next, by Liouville's theorem, it can be shown that both sides of (36) are equal to zero. Thus we obtain


Fig. 2. Path of integration in the complex $s$-planc.

$$
\begin{align*}
& +\frac{1}{2 \pi i} \int_{C_{+}} \frac{e^{2 i s L}}{\left(s-\xi_{i}\right) K_{+}(s)}\left[G_{-}(s)+\frac{A_{1} e^{i k_{j}^{L}}}{i\left(s-K_{0}\right)}\right] d s=0 \tag{37}
\end{align*}
$$

similarly, we also obtain

$$
\begin{align*}
& \frac{1}{K_{-}(\xi)}\left[G_{-}(\xi)+\frac{A_{1} e^{i \xi} 0^{L}}{i\left(\xi-\xi_{0}\right)}\right]+ \\
& \quad+\frac{1}{2 \pi i} \int_{C_{-}} \frac{e^{2 i s L}}{(s-\xi) K_{-}(s)}\left[G_{+}(s)-\frac{A_{1} e^{-i \xi} \sigma^{L}}{i\left(s-\xi_{0}\right)}\right] d s=0 \tag{38}
\end{align*}
$$

## 3. HIGH FREQUENCY SOLUTION OF THE INTEGRAL EQUATIONS

In order to obtain $G_{+}\left(\xi_{8}\right)$ and $G_{-}(\xi)$ from the integral equations (37) and (38) in case when the normalized wave number $\lambda_{1}\left(1+M_{1}\right) L \gg 1$, the integration along the path $c_{+}$in (37) is replaced by the integration along the loops $L_{-\lambda_{1}}$ and $L_{-\lambda_{2}}$ round the branch points $-\lambda_{1}\left(1+M_{1}\right)$ and $-\lambda_{2}\left(1+M_{2}\right)$ of $K_{+}(s)$, respectively. Also, the integration along the path $c_{\text {_ }}$ in (38) is replaced by the integration round the circular contour $L_{o}$, round the pole $s={ }_{0}$ and by the integrations along the loops $L_{\lambda_{2}}$ and $L_{\lambda_{2}}$ round the branch
cuts through the branch points $\lambda_{1}\left(1-M_{1}\right)$ and $\lambda_{2}\left(1-M_{2}\right)$ of the function $k_{-}(s)$ as shown in Fig. 3.

Finally evaluating the integrals along the straight line paths round the branch points for large values of frequency, we obtain two equations given by
$F_{ \pm}(\xi)+C_{ \pm}(\xi)+\sum_{j=1}^{2 \dot{Z}_{j} e^{2 i \lambda_{j}\left(1 \pm M_{j}\right)} A_{\mp}\left[\mp \lambda_{j}\left(1 \pm M_{j}\right)\right] F_{\mp}\left[\overline{+\lambda_{j}}\left(1 \pm M_{j}\right)\right]} 2\left\{\lambda_{j}\left(1 \pm M_{j}\right)-\xi\right\}\left(\lambda_{j} L\right)^{1 / 2} \quad=0$,
where $\sigma_{1}=1$ and $c_{2}=M$, and

$$
\begin{align*}
& F_{ \pm}(\xi)=\frac{1}{K_{ \pm}(\xi)}\left[G_{ \pm}(\xi) \mp \frac{A_{i} e^{\mp i \xi}{ }_{0}^{L}}{i\left(\xi-\xi_{0}\right)}\right] \\
& A_{ \pm}(\xi)=\frac{i e^{i \pi / 4}}{\pi^{1 / 2}\left[K_{ \pm}(\xi)\right]^{2}} \\
& C_{ \pm}(\zeta)=\frac{A_{ \pm} e^{\mp i \xi_{0}} L^{L}}{i\left(\xi-\xi_{0}\right) K_{ \pm}(\xi)} \tag{40}
\end{align*}
$$

Now substituting $\xi=\lambda_{1}\left(1-M_{1}\right)$ and $\lambda_{2}\left(1-M_{2}\right)$ and $\xi_{2}=-\lambda_{1}\left(1+M_{1}\right)$ and $-\lambda_{2}\left(1+M_{2}\right)$ in (39) a system of 1 linear equations of $F_{+}\left[\lambda_{1}\left(1-M_{1}\right)\right]$, $F_{+}\left[\lambda_{2}\left(1-M_{2}\right)\right], F_{-}\left[-\lambda_{1}\left(1+M_{1}\right)\right]$ and $F_{-}\left[-\lambda_{2}\left(1+M_{2}\right)\right]$ are obtained. Now solving them and neglecting higher order terms of $\left(\lambda_{1} L^{-1 / 2}\right.$ and $\left(\lambda_{2} L\right)^{-1 / 2}$ we obtain, finally, after some algebraic manipulation:


Fig. 3. Path of integration $L_{0}, L_{\lambda_{1}}, L_{\lambda_{2}}$ and $L_{-\lambda_{1}}, L_{-\lambda_{2}}$.

$$
\begin{align*}
& F_{ \pm}\left[ \pm \lambda_{k}\left(1 \mp M_{k}\right)\right]=-C_{ \pm}\left[ \pm \lambda_{k}\left(1 \mp M_{k}\right)\right] \times \\
& \times\left[\sum_{j=1}^{2-\sum_{j}} \frac{e^{2 i \lambda_{j}}\left(1 \mp M_{k}\right) L}{2\left(\lambda_{j} L\right)^{1 / 2}\left\{\lambda_{j}\left(1 \pm M_{j}\right)+\lambda_{k}\left(1 \mp M_{j}\right)\right] C_{F}\left[\mp \lambda_{j}\left(1 \pm M_{j}\right)\right]}\right], k=1,2 \tag{41}
\end{align*}
$$

Now using (39) we get from (41)

$$
\begin{align*}
& G_{ \pm}(\xi)= \pm \frac{A_{1} e^{\mp i \xi} o^{L}}{i\left(\xi-\xi_{0}\right)} \mp \frac{A_{1} e^{\mp i \xi} 0^{L} K_{ \pm}(\xi)}{i\left(\xi-\xi_{0}\right) K_{ \pm}(\xi)}+ \\
& +\sum_{k=1}^{2}\left[\frac{0_{k} e^{2 i \lambda_{k}\left(1 \pm M_{k}\right) L} A_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right] C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right] K_{ \pm}(\xi)}{2\left(\lambda_{k} L\right)^{1 / 2}\left\{\lambda_{k}\left(1 \pm M_{k}\right) \pm \tilde{C}\right\}} \times\right. \\
& \left.\times\left[1-\sum_{j=1}^{2 \hat{0}_{j} e^{2 i \lambda_{j}\left(1 \mp M_{j}\right) L} A_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right] C_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right]} \frac{1 / 2}{2\left(\lambda_{j}\left(1 \mp M_{j}\right)+\lambda_{k}\left(1 \pm M_{k}\right)\right\} C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right]}\right]\right] \tag{42}
\end{align*}
$$

4. CRACK OPENING DISPLACEMENT AT POINTS AWAY FROM THE CRACK TIPS In order to obtain the displacement jump for the large values of $\lambda_{1}(L-x), \lambda_{2}(L-x), \lambda_{1}(L+x)$ and $\lambda_{2}(L+x)$, we can write $G_{+}(\xi)$ and G_( $)$ from (42) as

$$
\begin{equation*}
G_{ \pm}(\xi)= \pm \frac{P_{ \pm}}{\xi-\xi} \mp \frac{Q_{ \pm} K_{ \pm}(\xi)}{\xi-\xi}+\sum_{k=1}^{2} \frac{K_{ \pm}(\xi) R_{ \pm}^{(k)}}{\left\{\lambda_{k}\left(1 \pm M_{k}\right) \pm \xi\right\}}, \tag{43}
\end{equation*}
$$

where

$$
\begin{align*}
& P_{ \pm}=\frac{A_{i} e^{\mp i \zeta_{0}}{ }^{L}}{i},  \tag{44}\\
& Q_{ \pm}=\frac{A_{i} e^{\mp i K_{0}} a^{L}}{i K_{ \pm}\left(e_{0}\right)}=\frac{P_{ \pm}}{K_{ \pm}\left(i_{0}\right)}  \tag{45}\\
& R_{ \pm}^{(k)}=\frac{\sigma_{k} e^{2 i \lambda_{k}\left(1 \pm M_{k}\right) L} A_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right] C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right]}{2\left(\lambda_{k} L\right)^{1 / 2}} x \\
& \times\left(1-\sum_{j=1}^{2} \frac{c_{j} e^{2 i \lambda_{j}\left(1 \mp M_{j}\right) L} A_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right] C_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right]}{2\left(\lambda_{j} L / 2\right.}\left\{\lambda_{j}\left(1 \mp M_{j}\right)+\lambda_{k}\left(1 \pm M_{k}\right)\right\} C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right] \quad\right) \tag{46}
\end{align*}
$$

Now we obtain from (33)

$$
\begin{align*}
N(\xi) & =-\frac{Q_{+} e^{i \xi L}}{\left(\xi_{-}-\xi_{0}\right) K_{-}(\xi)}+\frac{R_{+}^{(1)} e^{i \xi L}}{\left\{\xi_{+}+\lambda_{1}\left(1+M_{1}\right)\right\} K_{-}(\xi)}+\frac{R_{+}^{(2)} e^{i \xi L}}{\left\{\xi_{+}+\lambda_{2}\left(1+M_{2}\right)\right\} K_{-}(\xi)}+ \\
& +\frac{Q_{-} e^{-i \xi L}}{\left(\xi-\xi_{0}\right) K_{+}(\xi)}-\frac{R_{-}^{(1)} e^{-i \xi L}}{\left\{\xi-\lambda_{1}\left(1-M_{1}\right)\right\} K_{+}(\xi)}-\frac{R_{-}^{(2)} e^{-i \xi L}}{\left\{\xi-\lambda_{2}\left(1-M_{2}\right)\right\} K_{+}(\xi)} \tag{47}
\end{align*}
$$

From (31) we obtain the displacement jump across the surface of the crack as

$$
\begin{equation*}
W_{1}(x, 0+)-W_{2}(x, 0-)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} N(\xi) e^{-i \xi x} d \zeta \tag{48}
\end{equation*}
$$

Substituting the expression of $N(\underset{\sim}{c})$ from (47) in (48) and approximately evaluating the integrals arising in (48) term by term for large values of $\lambda_{1}(L-x), \quad \lambda_{2}(L-x), \quad \lambda_{1}(L+x)$, and $\lambda_{2}(L+x)$, and neglecting terms of order higher than $\left(\lambda_{2} L\right)^{-3 / 2}$ and $\left(\lambda_{2} L\right)^{-3 / 2}$, we finally obtain the crack opening displacement across the cracked surface at points away from the crack tips in the following form:

$$
\begin{align*}
\Delta W= & W_{1}(x, 0+)-W_{2}(x, 0-) \\
= & -i Q_{+} K_{+}\left(\xi_{0}\right) e^{i \xi_{0}(L-x)} x \\
& x\left[\frac{1}{\left\{\left(\xi_{0}+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}+\frac{M}{\left\{\left(\mathcal{E}_{0}+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}}\right]- \\
& -\frac{e^{-i \pi / 4}}{\pi^{1 / 2}}\left[T_{+}-T_{-}\right] \tag{49}
\end{align*}
$$

where

$$
\begin{align*}
& T_{ \pm}=\sum_{k=1}^{2 \sigma_{k} e^{i \lambda_{k}\left(1 \mp M_{k}\right)(L \mp x)}}\left[\frac{Q_{ \pm} K_{ \pm}\left[ \pm \lambda_{k}\left(1 \mp M_{k}\right)\right]}{\left.2^{1 / 2}\left[\lambda_{k}(1 \mp x)\right\}^{1 / 2}\left(1 \mp M_{k}\right) \mp \zeta_{o}\right]}-\right. \\
& -\sum_{j=1}^{2 a_{j}} \frac{A_{\mp}\left[\mp \lambda_{j}\left(1 \pm M_{j}\right)\right] K_{ \pm}\left[ \pm \lambda_{k}\left(1 \mp M_{k}\right)\right]}{2\left(2 \lambda_{j} L\right)^{1 / 2}\left\{\lambda_{k}\left(1 \mp M_{k}\right)+\lambda_{j}\left(1 \pm M_{j}\right)\right\}}\left[\frac{Q_{\mp} e^{2 i \lambda_{j}\left(1 \pm M_{j}\right) L}}{\left\{\lambda_{j}\left(1 \pm M_{j}\right) \pm \hat{\xi}_{0}\right\}}-\right. \\
& \left.\left.-\sum_{r=i}^{2} \frac{\sigma_{r} A_{ \pm}\left[ \pm \lambda_{r}\left(1 \mp M_{r}\right)\right] Q_{ \pm} e^{2 i\left[\lambda_{r}\left(1 \mp M_{r}\right)+\lambda_{j}\left(1 \pm M_{j}\right)\right] L}}{2\left(\lambda_{r} L\right)^{1 / 2}\left\{\lambda_{r}\left(1 \mp M_{r}\right)+\lambda_{j}\left(1 \pm M_{j}\right)\right\}\left\{\lambda_{r}\left(1 \mp M_{r}\right) \mp \sum_{j}\right\}}\right]\right] . \tag{50}
\end{align*}
$$

## 5. STRESS INTENSITY FACTOR AND CRACK OPENING DISPLACEMENT

## NEAR THE CRACK TIPS

Now considering the behaviour of $!$ at infinity we obtain from
(42)

$$
\begin{align*}
& G_{ \pm}(\xi) \approx \pm \frac{A_{i} e^{\mp i \xi} o^{L}}{i\left(\xi-\xi_{0}\right)}+S_{ \pm} \xi^{-1 / 2} \text { as } \zeta \longrightarrow \infty,  \tag{51}\\
& S_{ \pm}=\frac{1}{(1+M)^{1 / 2}}\left[\mp \frac{A_{1} e^{\mp i \xi_{o} L}}{i K_{ \pm}\left(\tilde{F}_{o}\right)} \pm\right. \\
& \pm \sum_{k=1}^{2 \sigma_{k} e^{2 i \lambda_{k}}\left(1 \pm M_{k}\right) L A_{\mp}\left[\overline{+\lambda_{k}}\left(1 \pm M_{k}\right)\right] C_{\mp}\left[\bar{\lambda}_{k}\left(1 \pm M_{k}\right)\right]} \quad 2\left(\lambda_{k} L\right)^{1 / 2} \\
& x\left[1-\sum_{j=1}^{2} \frac{\partial_{j} e^{2 i \lambda_{j}\left(1 \mp M_{j}\right) L} A_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right] C_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right]}{2\left(\lambda_{j} L\right)^{1 / 2}\left\{\lambda_{j}\left(1 \mp M_{j}\right)+\lambda_{k}\left(1 \pm M_{k}\right)\right\} C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right]}\right] . \tag{52}
\end{align*}
$$

where

Now, from equation (33), using (51) and also the fact that

$$
\begin{equation*}
K(\xi) \longrightarrow \pm \frac{\xi}{1+M} \quad \text { as } \xi \longrightarrow \pm \infty \tag{53}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
N(\xi)=\frac{1+M}{ \pm \dot{\zeta}(\xi)}\left[S_{+} e^{i \xi L}+s_{-} e^{-i \xi L}\right] \text { as } \zeta \longrightarrow \pm \infty . \tag{54}
\end{equation*}
$$

Taking inverse Fourier transform of (3i) and using the results of Fresnel integrals, viz.

$$
\begin{equation*}
\int^{\infty} \frac{\sin (x+L) \alpha}{(\alpha)^{1 / 2}} d \alpha=\left[\frac{\pi}{2(x+L)}\right]^{1 / 2}, \tag{55}
\end{equation*}
$$

we obtain the displacement jump across the surface of the crack as

$$
\begin{align*}
\Delta W & =W_{1}(x, 0+)-W_{2}(x, 0-) \\
& =-(1+M)(1+i) S_{-}\left[\frac{2(x+L)}{\pi}\right]^{1 / 2} \text { for } x \longrightarrow-L+0  \tag{56}\\
& =-(1+M)(1-i) S_{+}\left[\frac{2(L-x)}{\pi}\right]^{1 / 2} \text { for } x \longrightarrow L-0 . \tag{57}
\end{align*}
$$

Expressions (56) and (57) give the displacement jump near to the crack tips, whereas the displacement jump away from the crack tips is given by (49).

Next, in order to find the value of $\tau_{y z}$ near to the crack tip we use (54) in (32) and (29) and obtain
$A_{j}(\ddot{\psi})=\frac{(-1)^{j+1} j}{\xi(\xi)^{1 / 2}}\left[S_{+} e^{i \xi L}+s_{-} e^{-i / L}\right], \quad j=1,2 \quad$ as $\ddot{\psi} \longrightarrow \infty$
$A_{j}(\xi)=\frac{i(-1)^{j+1} \dot{\sigma}}{\xi(-\xi)^{1 / 2}}\left[S_{+} e^{i \xi L}-S_{-} e^{-i \zeta L}\right], j=1,2$ as $\xi \longrightarrow-\infty$

Now $\quad \tau_{y z}\left(x, y_{i}\right)=\mu_{j} \frac{\partial W_{j}\left(x, y_{j}\right)}{\partial y}=\mu_{j} s_{j} \frac{\partial W_{j}\left(x, y_{j}\right)}{\partial y_{j}}$

$$
=\frac{\mu_{j} s_{j}}{2 \pi} \frac{\partial}{\partial y_{j}}\left[\int_{-\infty}^{\infty} A_{j}(\xi) e^{-i \hat{k} x-2 \mu_{j}\left|y_{j}\right|} d \xi\right] .
$$

Now substituting the values of $A_{j}(\xi)$ as $|\xi| \longrightarrow \infty$ in (60) and integrating, we obtain the stress near to the crack tip as
$\tau_{y z}\left(x, y_{i}\right)=-\frac{\mu_{1} s_{1}}{(2 \pi)^{1 / 2}}\left[(1-i) s_{+} \frac{\cos \left(\psi_{1} / 2\right)}{r_{1}^{1 / 2}}+(1+i) s_{-} \frac{\sin \left(\psi_{2} / 2\right)}{r_{z}^{1 / 2}}\right]$
and
$\tau_{y z}\left(x, y_{z}\right)=-\frac{\mu_{i} s_{1}}{(2 \pi)^{1 / 2}}\left[(1-i) s_{+} \frac{\cos \left(\phi_{1} / 2\right)}{d_{1}^{1 / 2}}+(1+i) s_{-} \frac{\cos \left(\phi_{2} / 2\right)}{d_{2}^{1 / 2}}\right]$,
where

$$
\begin{align*}
& r_{1}=\left\{(x-L)^{2}+y_{1}^{2}\right\}^{1 / 2}, \psi_{1}=\sin ^{-1} \frac{\left|y_{1}\right|}{r_{1}} \\
& r_{2}=\left\{(x+L)^{2}+y_{1}^{2}\right\}^{1 / 2}, \psi_{2}=\sin ^{-1} \frac{\left|y_{1}\right|}{r_{2}}  \tag{63}\\
& d_{1}=\left\{(x-L)^{2}+y_{2}^{2}\right\}^{1 / 2}, \quad \phi_{2}=\sin ^{-1} \frac{\left|y_{2}\right|}{d_{1}} \\
& d_{2}=\left\{(x+L)^{2}+y_{2}^{2}\right\}^{1 / 2}, \phi_{2}=\sin ^{-1} \frac{\left|y_{2}\right|}{d_{2}} .
\end{align*}
$$

Therefore at the interface $(y=0)$ near to the right-hand crack vertex, we obtain

$$
\begin{equation*}
{ }_{y z} \longrightarrow-\frac{L_{i} s_{1}(1-i) S_{+}}{\{2 \pi(x-L)\}^{1 / 2}} \quad \text { as } x \longrightarrow L+0 \text {. } \tag{64}
\end{equation*}
$$

Now the normalized dynamic stress intensity factor $K$ at the crack tip $x=L$ is defined by
$K=\left|\frac{\left[2 \pi k_{1}(x-L)\right]^{1 / 2} \tau}{\mu_{1} y z} A_{1}\right|=s_{1}\left|\frac{(1-i) s_{+}\left(k_{1}\right)^{1 / 2}}{A_{1}}\right|$ for $x \rightarrow L+0$,
where $A_{1}$ is given by (24).
The absolute values of the complex stress intensity factor defined by (65) has been plotted against $k_{1} L$ in Fig. 4 for values $k_{1} L>1$ for different values of the Mach number $M_{2}$ and the angle of incidence for the following sets of materials:
first set:
Steel 1

$$
\rho_{1}=7.6 \mathrm{gm} / \mathrm{cm}^{3}, \mu_{1}=8.32 \times 10^{11} \text { dyne } / \mathrm{cm}^{2}
$$

Aluminium $\quad \rho_{2}=2.7 \mathrm{gm} / \mathrm{cm}^{3}, \mu_{2}=2.63 \times 10^{11}$ dyne $/ \mathrm{cm}^{2}$
second set:
Wrought iron $\rho_{1}=7.8 \mathrm{gm} / \mathrm{cm}^{3}, \quad \mu_{1}=7.7 \times 10^{11} \mathrm{dyne} / \mathrm{cm}^{2}$
Copper

$$
\rho_{2}=8.96 \mathrm{gm} / \mathrm{cm}^{3}, \mu_{2}=4.5 \times 10^{11} \text { dyne } / \mathrm{cm}^{2}
$$

As the Mach number $M_{2} \longrightarrow 0$ the stress intensity factor $K$ tends to the value of the stress intensity factor corresponding to the stationary crack. The problem for $\Theta_{1}=\pi / 2$ and $M_{2}=0.0$ was solved earlier by Pal and Ghosh [1990]. The graph of stress intensity factor $v s K_{1} L$ corresponding to $\Theta_{1}=\pi / 2$ and $M_{2}=0.0$ as given in Fig. 4a is found to coincide exactly with that given by Pal and Ghosh [1990]. It is interesting to note that for both pairs of materials, as $M_{2}$ increases, the peaks of the curves of stress intensity factors decrease in magnitude and occur at lower values of $K_{1} L$. Further, it may be noted that for any fixed value of. $M_{2}$ the stress intensity factor decreases with the decrease in the value of the angle of incidence.
a)


Fig.4(a). Stress intensity factor $K$ versus dimension7ess

$$
k_{1} L \text { for } \theta_{1}=\pi / 2 \text {. }
$$



Fig.4(b). Stress intensity factor $K$ versus dimensionless

$$
k_{1} L \text { for } \theta_{1}=\pi / 3
$$

(c)


Fig. $4(\mathrm{c})$. Stress intensity factor $K$ versus dimensionless $k_{1} L$ for $\theta_{1}=\pi / 4$.
(d)


Fig.4(d). Stress intensity factor $K$ versus dimensionless

$$
k_{1} L \text { for } \theta_{1}=\pi / 6
$$

## APPENDIX

$$
\begin{equation*}
K(\xi)=\frac{\left\{\left(\xi+\lambda_{i} M_{i}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{1+M} R(\xi) \tag{A1}
\end{equation*}
$$

$$
\begin{aligned}
& \text { where } \begin{array}{l}
M=\frac{\mu_{1} s_{1}}{\mu_{2} s_{2}} \\
\text { and } R(\xi)=\frac{(1+M)\left\{\left(\xi+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}}{M\left\{\left(\xi+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}+\left\{\left(\xi+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}} \rightarrow 1 \\
\text { Now } \quad R_{+}(\xi) R_{-}(\xi)=\frac{1}{1}+\frac{M\left\{\left(\xi+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{1+M}+\infty \\
(1+M)\left\{\left(\xi_{1}+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}
\end{array}
\end{aligned}
$$

Taking $\log$ on both sides

$$
\log R(\xi)=\log R_{+}(\xi)+\log R_{-}(\xi)=\frac{1}{2 \pi i} \int_{c_{L}+c_{U}} \frac{\log R(\eta)}{\eta-\xi} d \eta
$$

where the paths of integration $C_{L}$ and $C_{U}$ are shown in Fig.A1.

Therefore $\quad \log R_{+}(\xi)=\frac{1}{2 \pi i} \int_{c_{L}} \frac{\log R(\eta)}{n-\xi} d \eta$
$\log R_{-}(\xi)=\frac{1}{2 \pi i} \int_{c_{u}} \frac{\log R(\eta)}{\eta-\xi} d \eta$
or

$$
\log R_{+}(\xi)=\frac{1}{2 \pi i} \int_{-i c-\infty}^{-i c+\infty} \frac{\log R(\eta)}{\eta-\xi} d \eta
$$

Putting $\eta=-\eta$

$$
\begin{aligned}
& \log R_{+}(\dot{c})=\frac{1}{2 \pi i} \int_{i c+\infty}^{i c-\infty} \frac{\log R(-\eta)}{\eta+\xi} d \eta \\
& \log R_{-}(\xi)=\frac{1}{2 \pi i} \int_{i c+\infty}^{i c-\infty} \frac{\log R(\eta)}{n-\xi} d \eta
\end{aligned}
$$

therefore

$$
\log R_{-}(\xi)=\frac{1}{2 \pi i} \int_{c_{1}} \frac{1}{(\eta-\xi)} \log \left[\frac{1}{\frac{1}{1+M}+\frac{M\left\{\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{(1+M)\left\{\left(\eta+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}}}\right] d \eta
$$

where $c_{i}$ is the contour round the branch points $\lambda_{i}\left(1-M_{i}\right)$ and $\lambda_{2}\left(1-M_{2}\right)$ as shown in Fig. A2.

## Therefore

$\log _{R}(\Leftrightarrow)=$

$$
\begin{aligned}
& \left.-\log \left[\frac{1}{1+M}-\frac{\operatorname{iM}\left\{\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{(1+M)\left\{\lambda_{2}^{2}-\left(\eta+\lambda_{2} M_{2}\right)^{2}\right\}^{1 / 2}}\right]\right] d \eta \\
& =-\frac{1}{\pi} \int_{2}^{\lambda_{2}\left(1-M_{2}\right)} \frac{1}{(\eta-\xi)} \tan ^{-1}\left[\frac{M\left\{\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{\left\{\lambda_{2}^{2}-\left(\eta+\lambda_{2} M_{2}\right)^{2}\right\}^{1 / 2}}\right] \mathrm{d} \eta,
\end{aligned}
$$

and therefore

Similarly

Therefore from (A1) we can write

$$
K_{+}(\ddot{\zeta})=\left[\frac{\dot{\zeta}+\lambda_{1}\left(1+M_{1}\right)}{(1+M)}\right]^{1 / 2} x
$$

and

$$
\begin{aligned}
& K_{-}(\xi)=\left[\frac{\xi_{1}-\hat{\lambda}_{1}\left(1-M_{1}\right)}{(1+M)}\right]^{1 / 2} x
\end{aligned}
$$



Fig. A1. Complex $\quad$-plane.


Fig. A2. Path of integration round the branch points.
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# FORCED VERTICAL VIBRATION OF FOUR RIGID STRIPS ON A SEMI-INFINITE ELASTIC SOLID 

## 1. INTRODUCTION

The problem of the effect of vibrating source in different forms on the surface of an elastic medium have aroused attention in view of their application in seismology and geophysics. Reissner [1937], and later Millar and Pursey [1954], treated the case of a uniform vibrating pressure distribution applied to a circular region on the surface of an elastic half-space. Analytical treatment of the dynamical response of footings and solid-structure interaction are usually available in the literature only for circular and elliptical footings, and infinite strip loadings. Such results are important in view of their application in the design of foundations for machinery and buildings, and also in the study of the vibration of dams and large structures subjected to earthquakes. The problem of circular punch has been solved analytically by Awojobi and Grootenhuis [1965], Robertson [1966], Gladwel1 [1968] and others. Roy [1986] considered the dynamic
response of an elliptical footing in frictionless contact with a homogeneous elastic half-space. Karasudhi, Keer and Lee [1968] obtained a low frequency solution for the vertical, horizontal and rocking vibration of an infinite strip on a semi-infinite elastic medium. Wickham [1977] worked out in detail the problem of forced two-dimensional oscillation of a rigid strip in smooth contact with a semi-infinite elastic medium. Recently, Mandal and Ghosh [1992] treated the problem of forced vertical vibration of two rigid strips on a semi-infinite elastic medium.

To improve the dynamic models of buildings and other structures, it will be fruitful to have analytic results for foundations of a more complicated nature. In what follows, the problem of vertical vibration of four rigid strips in smooth contact with a semi-infinite elastic medium has been considered. The problem is also important in view of its application in the study of the vibration of an elastic medium caused by running wheels on a railway track. The resulting mixed boundary value problem has been reduced to the solution of quadruple integral equations, which have further been reduced to the solution of integral-differential equations. Finally, an iterative solution valid for low frequency has been obtained.

From the solution of the integral equations, the stress just below the strips and also the vertical displacement at points
outside the strips on the free surface have been found. The effects of stress intensity factors at the edges of the strips and vertical displacement outside the strips have been shown by means of graphs.

## 2. FORMULATION OF THE PROBLEM

Consider the normal vibration of frequency $\omega$ of four rigid strips having smooth contact with a semi-infinite homogeneous isotropic elastic solid occupying the half-space $-\infty<X<\infty, \quad Y \geq 0$, $-\infty<Z<\omega$. It is assumed that the motion is forced by prescribed displacement distribution $v_{0} e^{-i \omega t}$ normal to the four infinite strips located in the region $d_{1} \leq|X| \leq d_{2}, \quad d_{3} \leq|X| \leq d, Y=0,|Z|<\infty$, where $v_{0}$ is a constant.

Normalizing all the lengths with respect to $d$ and putting

$$
\frac{x}{d}=x, \quad \frac{y}{d}=y, \quad \frac{z}{d}=z, \quad \frac{d_{1}}{d}=a, \quad \frac{d_{2}}{d}=b, \quad \frac{d_{3}}{d}=c,
$$

one finds that the rigid strips are defined by $a \leq|x| \leq b, \quad c \quad \leq|x| \leq 1$, $y=0,|z|<\infty$ (fig.1). With the time factor $e^{-i \omega t}$ suppressed throughout the analysis, the displacement components can be written as

$$
\begin{equation*}
u(x, y)=\frac{\partial \phi}{\partial x}-\frac{\partial \psi}{\partial y} ; \quad v(x, y)=\frac{\partial \phi}{\partial y}+\frac{\partial \psi}{\partial x} ; \quad w(x, y)=0 \tag{1}
\end{equation*}
$$



Fig. 1. Geometry of the problem.
where the displacement potentials $\phi(x, y)$ and $\psi(x, y)$ satisfy the Helmholtz equations

$$
\begin{align*}
& \frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}+m_{1}^{2} \phi=0 . \\
& \frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+m_{2}^{2} \psi=0 \tag{2}
\end{align*}
$$

in which $\quad m_{1}^{2}=\frac{\omega^{2} d^{2}}{c_{1}^{2}} \quad$ and $\quad m_{2}^{2}=\frac{\omega^{2} d^{2}}{c_{2}^{2}}$.
In terms of $\psi$ and $\psi$ the stress components are

$$
\begin{align*}
& \tau_{x y}=\mu\left\{2 \frac{\partial^{2} \phi}{\partial x \partial y}+\frac{\partial^{2} \psi}{\partial x^{2}}-\frac{\partial^{2} \psi}{\partial y^{2}}\right\} \\
& \tau_{y y}=-\mu\left\{\left(m_{2}^{2}+2 \frac{\partial^{2}}{\partial x^{2}}\right) \phi-2 \frac{\partial^{2} \psi}{\partial x \partial y}\right\}  \tag{3}\\
& \tau_{y z}=0
\end{align*}
$$

The boundary conditions are

$$
\begin{array}{ll}
v(x, 0)=v_{0}, & x \in I_{2}, I_{4} \\
\tau_{y y}(x, 0)=0, & x \in I_{1}, I_{3}, I_{5} \\
\tau_{x y}(x, 0)=0, & -\infty<x<w_{0} \tag{6}
\end{array}
$$

where $I_{1}=(0, a), I_{2}=(a, b), I_{3}=(b, c), I_{4}=(c, 1), I_{5}=(1, \infty)$.

The solution of the Helmholtz equation (2) can be written as

$$
\begin{align*}
& \phi=2 \int_{0}^{\omega} A(\xi) \cos \hat{c} x e^{-\xi} e^{y} d \hat{\xi} \\
& \omega  \tag{7}\\
& \psi=2 \int_{0}^{1} B(\dot{\xi}) \sin \dot{\xi} x e^{-\xi} 2^{y} d \dot{\xi}
\end{align*}
$$

where

$$
\gamma_{j}=\left\{\begin{array}{ll}
\left(\xi^{2}-m_{j}^{2}\right)^{1 / 2}, & \left|\xi_{j}\right| \geq m_{j} \\
-i\left(m_{j}^{2}-\xi^{2}\right)^{1 / 2}, & |\xi| \leq m_{j}
\end{array}\right\}, \quad j=1,2
$$

and $A(\xi)$ and $B(\xi)$ are unknown functions, to be determined from the ' boundary conditions.

By using the boundary condition (6) it can be shown that

$$
\begin{equation*}
B(\xi)=\frac{2 \gamma_{1} \xi}{\xi^{2}+\gamma_{2}^{2}} A(\xi) \tag{8}
\end{equation*}
$$

Now the displacement component $v$ and stress $\tau$ by become

$$
\begin{equation*}
v(x, y)=2 \int_{0}^{\infty}\left[\frac{2^{2}}{2 \xi^{2}-m_{2}^{2}} e^{-\xi^{2}} 2^{y}-e^{-\xi} y\right] A(\xi) \cos \bar{c} x d \dot{\xi} \tag{9}
\end{equation*}
$$

From the boundary conditions (4) and (5) we get the following set of integral equations in $P(\xi)$ :
$\int_{0}^{\infty} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1}^{\gamma} 2} P(\xi) \cos \xi x d \xi=\frac{1}{2} v_{0}, \quad x \in I_{2}, I_{4}$
and

$$
\int_{0}^{\infty} P(C) \cos \dot{C} x d=0, \quad x \in I_{1}, I_{2}, I_{5}
$$

where

$$
P(\xi)=\frac{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1}^{\gamma} 2}{\left(2 \xi^{2}-m_{2}^{2}\right)} A(\xi) .
$$

## 3. SOLUTION OF THE PROBLEM

We consider the solution of the integral equations (11) and (12) in the form

$$
P(\xi)=\int_{a}^{b} t f\left(t^{2}\right) \cos \hat{c} t d t+\int_{c}^{1} u g\left(u^{2}\right) \cos \hat{c} u d u
$$

where $f\left(t^{2}\right)$ and $g\left(u^{2}\right)$ are unknown functions to be determined.
By the choice of $P(\xi)$ given by (13) the relation (12) is satisfied automatically and the equation (11) becomes

$$
\begin{align*}
& +\int_{c}^{1} u g\left(u^{2}\right) d u \int_{0}^{\omega} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}} \cos \dot{\zeta} \times \cos \hat{\xi} u d \xi=\frac{v_{0}}{2}, \\
& x \in I_{2}, I_{4} \tag{14}
\end{align*}
$$

using the relation

$$
\frac{\sin x \sin \xi}{\varepsilon^{2}}=\int_{0}^{x} \int_{0}^{t} \frac{w v J_{0}(\xi w) J_{0}(\xi v) d v d w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}}
$$

the above equation is converted to the form

$$
\begin{gather*}
\frac{d}{d x} \int_{a}^{b} t f\left(t^{2}\right) d t \frac{\partial}{\partial t} \int_{0}^{x} \int_{0}^{t} \frac{w v L_{1}(v, w) d v d w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}}+ \\
\quad+\frac{d}{d x} \int_{c}^{1} u g\left(u^{2}\right) d u \frac{\partial}{\partial u} \int_{0}^{x} \int_{0}^{u} \frac{w v L_{1}(v, w) d v d w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(u^{2}-v^{2}\right)^{1 / 2}} \\
\quad=\frac{v_{0}}{2}, x \in I_{2}, I_{4} \tag{15}
\end{gather*}
$$

where

$$
\begin{equation*}
L_{1}(v, w)=\int_{0}^{\omega} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}} J_{0}(\xi w) J_{0}(\xi v) d \xi \tag{16}
\end{equation*}
$$

By a simple contour integration technique used by Ghosh and Ghosh (1985), $L_{1}(v, w)$ can be written as

$$
\begin{align*}
& L_{1}(v, w)=-i \tau^{2} \int_{0}^{1} \frac{\left(1-n^{2}\right)^{1 / 2}\left(2 \eta^{2}-\tau^{2}\right)^{2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\left(2 \eta^{2}-\tau^{2}\right)^{4}+16 \eta^{4}\left(n^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)} d \eta- \\
& -4 i \tau^{2} \int_{0}^{\tau} \frac{\eta^{2}\left(n^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\left(2 \eta^{2}-\tau^{2}\right)^{4}+16 \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)} d \eta+ \\
& +\pi i \tau^{2}\left[\frac{\left(\eta^{2}-1\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}^{\left(m_{1} \eta v\right)}}{Q_{0}^{\prime}(\eta)}\right]_{\eta=\tau}, \quad w>v \\
& =\frac{-i \tau^{2}}{16\left(1-\tau^{2}\right)}\left[\sum_{j=0}^{2} P_{j} \int_{0}^{1} \frac{\left(1-\eta^{2}\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{n^{2}-\tau_{j}^{2}} d \eta+\right. \\
& \left.+\sum_{j=0}^{2} s_{j} \int_{0}^{\tau} \frac{\left(\tau^{2}-\eta^{2}\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{n^{2}-\tau{ }_{j}^{2}} d \eta\right]+ \\
& +\pi i \tau^{2}\left[\frac{\left(\eta^{2}-1\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{Q_{0}^{\prime}(\eta)}\right]_{\eta=\tau_{0}}, \quad w>v \tag{17}
\end{align*}
$$

where $\tau=\frac{m_{2}}{m_{1}}=\frac{c_{1}}{c_{2}}, Q_{0}(\eta)=\left(2 \eta^{2}-\tau^{2}\right)^{2}-4 \eta^{2}\left(\eta^{2}-1\right)^{1 / 2}\left(\eta^{2}-\tau^{2}\right)^{1 / 2}$ and
$\tau_{0}$ is the root of the Rayleigh wave equation $Q_{0}(\eta)=0 . \quad \tau_{1}, \quad{ }^{\tau}{ }_{2}$ are the roots of the equation

$$
\left(2 \eta^{2}-\tau^{2}\right)^{2}+4 \eta^{2}\left(n^{2}-1\right)^{1 / 2}\left(\eta^{2}-\tau^{2}\right)^{1 / 2}=0 .
$$

$Q_{0}^{\prime}(\eta)$ denotes the derivative of $Q_{0}(\eta)$ with respect to $\eta$ and

$$
\begin{aligned}
& P_{j}=\frac{\left(2 \tau_{j}^{2}-\tau^{2}\right)}{\prod_{i}\left(\tau_{j}^{2}-\tau_{i}^{2}\right)}, \\
& S_{j}=\frac{4 \tau_{j}^{2}\left(\tau_{j}^{2}-1\right)}{\prod_{i}\left(\tau_{j}^{2}-\tau_{i}^{2}\right)}, \quad i, j=0,1,2 \text { and } i \neq j .
\end{aligned}
$$

The corresponding expression for $L_{1}(v, w)$ for $w<v$ follows from equation (17) by interchanging $w$ and $v$. For a Poisson ratio $\alpha=\frac{1}{4}$, the values of $\tau, \tau_{0}, \tau_{1}$, and $\tau_{2}$ are given by

$$
\tau^{2}=\frac{2(1-\gamma)}{(1-2 \sigma)}=3, \quad \tau_{0}^{2}=\frac{3}{(0.9194)^{2}}, \quad \tau_{1}^{2}=\frac{3}{(2+2 \sqrt{3})} \quad \text { and } \quad \tau_{2}^{2}=\frac{3}{4} .
$$

Hence, in this case $\tau_{2}<\tau_{1}<1<\tau<\tau_{0}$.
By using the series expansions of $J_{0}$ and $H_{0}^{(1)}$ and evaluating the integrals arising in equation (17), we obtain, after some algebraic manipulation,

$$
\begin{aligned}
& L_{1}(v, w)=\frac{2}{\pi} \tau^{2}\left[\left[\gamma+\log \frac{m_{1} w}{2}-\frac{\pi i_{-}}{2}\right] M+N-\frac{P}{4}\left(w^{2}+v^{2}\right) m_{1}^{2} \operatorname{logm} m_{1}\right]+O\left(m_{1}^{2}\right) \\
&=\frac{2}{\pi} \tau^{2}\left[\left[\gamma+\log \frac{m_{1} v}{2}-\frac{\pi i}{2}\right] M+N-\frac{P}{4}\left(w^{2}+v^{2}\right) m_{1}^{2} \operatorname{logm}_{1}\right]+O\left(m_{1}^{2}\right) \\
& w<v .(18)
\end{aligned}
$$

where $\gamma=0.5772157 \ldots$ is Euler's constant,

$$
\begin{align*}
& M=-\frac{\pi}{4\left(1-\tau^{2}\right)}  \tag{19}\\
& N=\frac{\pi}{32\left(1-\tau^{2}\right)}\left[4 \log _{\tau}^{4}+\sum_{j=1}^{2} P_{j} \frac{\sqrt{\left(1-\tau_{j}^{2}\right)}}{\tau_{j}} \tan ^{-1} \frac{\sqrt{\left(1-\tau_{j}^{2}\right)}}{\tau_{j}}-\right. \\
& -P_{0} \frac{\sqrt{\left(\tau_{0}^{2}-1\right)}}{\tau_{0}} \log \left\{\tau_{0}+\sqrt{\left(\tau_{0}^{2}-1\right)}\right\}+ \\
& +\sum_{j=1}^{2} S_{j} \frac{\sqrt{\left(\tau^{2}-\tau_{j}^{2}\right)}}{\tau_{j}} \tan ^{-1} \frac{\sqrt{\left(\tau^{2}-\tau_{j}^{2}\right)}}{\tau_{j}}- \\
& \left.-s_{0} \frac{\sqrt{\left(\tau_{0}^{2}-\tau^{2}\right)}}{\tau_{0}} \log \left\{\frac{\tau_{0}+\sqrt{\left(\tau_{0}^{2}-\tau^{2}\right)}}{\tau}\right\}\right],  \tag{20}\\
& P=\frac{\pi}{32\left(1-\tau^{2}\right)}\left[\sum_{j=0}^{2} P_{j}\left(\frac{1}{2}-\tau_{j}^{2}\right)+\sum_{j=0}^{2} S_{j}\left(\tau^{2}-\tau_{j}^{2}\right)\right] . \tag{21}
\end{align*}
$$

Next, differentiating both sides of the relation (14) with respect to $x$, we obtain

$$
\begin{aligned}
& \int_{a}^{b} t f\left(t^{2}\right) d t \int_{0}^{a} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \dot{\xi}^{2} \gamma_{1} \gamma_{2}} \sin x \sin t d \xi+ \\
& +\int_{c}^{1} u g\left(u^{2}\right) d u \int_{0}^{\infty} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1}{ }_{2}} \sin \dot{\xi} x \sin u d \xi=0, \\
& x \in I_{2}, I_{4}
\end{aligned}
$$

Following similar procedure as done for deriving equation (15), we get

$$
\begin{align*}
& x \int_{a}^{b} \frac{t f\left(t^{2}\right)}{x^{2}-t^{2}} d t+x \int_{c}^{1} \frac{u g\left(u^{2}\right)}{x^{2}-u^{2}} d u \\
& \quad b \quad \int_{0}^{b} t f\left(t^{2}\right) d t \frac{\partial}{\partial t} \int_{0}^{x} \int_{0}^{t} \frac{w v L_{2}(v, w) d v d w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}}+ \\
& =\int_{c}^{1} u g\left(u^{2}\right) d u \frac{\partial}{\partial u} \int_{0}^{1} \int_{0} \frac{w v L_{2}(v, w) d w d v}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(u^{2}-v^{2}\right)^{1 / 2}}, x \in I_{2}, I_{4} \tag{22}
\end{align*}
$$

where

$$
\int_{0}^{\infty}\left[\xi-\frac{2 \gamma \xi^{2}\left(m_{1}^{2}-m_{2}^{2}\right)}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi_{1}^{2} \gamma_{1} \gamma_{2}}\right] J_{0}(\xi w) J_{0}(\xi v) d \xi
$$

For small values of $m_{1}$ and $m_{2}$ such that $m_{1}=0\left(m_{2}\right)$, one can use the contour integration technique mentioned above and obtain

$$
\begin{align*}
& L_{2}(v, w)=2 i m_{1}^{2}\left(1-\tau^{2}\right) \int_{0}^{1} \frac{\left(1-\eta^{2}\right)^{1 / 2}\left(2 \eta^{2}-\tau^{2}\right)^{2} \eta^{2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\left(2 \eta^{2}-\tau^{2}\right)^{4}+16 \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)} d \eta \\
& +4 i m_{1}^{2}\left(1-\tau^{2}\right) \int-\frac{\tau \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\left(2 \eta^{2}-\tau^{2}\right)^{4}+16 \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)} d \eta- \\
& -2 \pi i m_{1}^{2}\left(1-\tau^{2}\right)\left[\frac{\left.\eta^{2}\left(\eta^{2}-1\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}^{\left(m_{1} \eta v\right)}\right]_{\eta=\tau}, w>v}{Q_{0}(n)}\right. \tag{24}
\end{align*}
$$

By a process similar to the one which led to equation (18), equation (24) can be written as

$$
\begin{equation*}
L_{2}(v, w)=-\frac{4 P}{\pi}\left(1-\tau^{2}\right) m_{1}^{2} \log _{1}+O\left(m_{1}^{2}\right) \tag{25}
\end{equation*}
$$

where $P$ is given by equation (21).
Now examining the relation (15) and (18) we assume the expressions of the functions $f\left(t^{2}\right)$ and $g\left(u^{2}\right)$ as

$$
\begin{align*}
& f\left(t^{2}\right)=f_{0}\left(t^{2}\right)+f_{1}\left(t^{2}\right) m_{1}^{2} \operatorname{logm}_{1}+o\left(m_{1}^{2}\right) \\
& g\left(u^{2}\right)=g_{0}\left(u^{2}\right)+g_{1}\left(u^{2}\right) m_{1}^{2} \operatorname{logm}_{1}+o\left(m_{1}^{2}\right) . \tag{26}
\end{align*}
$$

Putting the above expressions of $f\left(t^{2}\right)$ and $g\left(u^{2}\right)$ and the value of $L_{2}(v, w)$ given by (25) in equation (22) and equating the coefficients of like powers of $m_{1}$ we obtain

$$
\begin{equation*}
\int_{a}^{b} \frac{t f_{0}\left(t^{2}\right)}{x^{2}-t^{2}} d t+\int_{c}^{1} \frac{u g_{0}\left(u^{2}\right)}{x^{2}-u^{2}} d u=0, x \in I_{2}, I_{4} \tag{27}
\end{equation*}
$$

and $\int_{a}^{b} \frac{t f_{1}\left(t^{2}\right)}{x^{2}-t^{2}} d t+\int_{c}^{1} \frac{u g_{1}\left(u^{2}\right)}{x^{2}-u^{2}} d u=$

$$
=-\frac{4}{\pi} P\left(1-\tau^{2}\right)\left[\int_{a}^{b} t f_{0}\left(t^{2}\right) d t+\int_{c}^{1} u g_{0}\left(u^{2}\right) d u\right], \quad x \in I_{2}, I_{4}
$$

Following Srivastava and Lowengrub (1970) the solutions of the above integral equations (27) can be obtained as

$$
\begin{align*}
f_{0}\left(t^{2}\right)= & D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t\right.}}  \tag{29}\\
& -D_{2}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)}}, t \in I_{2}
\end{align*}
$$

and

$$
\begin{align*}
g_{0}\left(u^{2}\right)= & D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}}+ \\
& +D_{2}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(u^{2}-c^{2}\right)\left(1-u^{2}\right)}}, u \in I_{4} \tag{30}
\end{align*}
$$

where $D_{1}$ and $D_{2}$ are constants which can be calculated as follows:
We substitute the value of $L_{j}(v, w)$ from (18) as well as the expansions of $f\left(t^{2}\right)$ and $g\left(u^{2}\right)$ obtained from (26), (29) and (30) upto $O\left(m_{1}^{2} \operatorname{logm}\right)$ in the equation (15). When the coefficients of like powers of $m_{1}$ from both sides of the resulting equation are equated and we get after some algebraic manipulation, the following

$$
\begin{equation*}
D_{1}=\frac{\pi v_{0}}{4 \tau^{2}} \frac{\left(x_{2}-x_{1}\right)}{\left(x_{1} x_{4}-x_{2} x_{3}\right)} \quad ; \quad D_{2}=\frac{\pi v_{0}}{4 \tau^{2}} \frac{\left(x_{1}-x_{3}\right)}{\left(x_{1} x_{4}-x_{2} x_{3}\right)} \tag{31}
\end{equation*}
$$

where

$$
\begin{align*}
x_{1}=\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}[ & \left\{\left[\left(\gamma+\log \frac{m_{1}}{2}-\frac{\pi i}{2}\right] M+N\right\}\left(J_{1}+J_{3}\right)+\right. \\
& \left.+\frac{1}{2} M J_{1} \log \left(b^{2}-a^{2}\right)+M J_{5}\right] \tag{32}
\end{align*}
$$

$$
\begin{align*}
& x_{2}=\left\{\left(\gamma+\log \frac{m}{2}-\frac{\pi i}{2}\right) M+N\right\}\left(J_{4}-J_{2}\right)-\frac{1}{2} M J_{2} \log \left(b^{2}-a^{2}\right)+M J_{6}  \tag{33}\\
& x_{3}=\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right]^{1 / 2}\left[\left\{\left[\gamma+\log \frac{m_{1}}{2}-\frac{\pi i}{2}\right] M+N\right\}\left(J_{1}+J_{3}\right)+\right. \\
& \left.+\frac{1}{2} M J_{3} \log \left(1-\mathrm{C}^{2}\right)+M J_{7}\right]  \tag{34}\\
& x_{4}=\left\{\left[y+\log \frac{m}{2}-\frac{\pi i}{2}\right] M+N\right\}\left(J_{4}-J_{2}\right)+\frac{1}{2} M J_{4} \log \left(1-c^{2}\right)-M J_{8}  \tag{35}\\
& J_{1}=\int_{a}^{b}\left[\frac{c^{2}-t^{2}}{1-t^{2}}\right]^{1 / 2} \cdot \frac{t d t}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}} \\
& J_{2}=\int_{a}^{\dot{b}}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \frac{t d t}{\sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)}} \\
& J_{3}=\int_{c}^{1}\left(\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} \frac{u d u}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}} \\
& J_{4}=\int_{c}^{1}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \frac{u d u}{\sqrt{\left(u^{2}-c^{2}\right)\left(1-u^{2}\right)}}
\end{align*}
$$

$$
\begin{aligned}
& J_{5}=\int_{c}^{1} \frac{u \log \left(\sqrt{u^{2}-b^{2}}+\sqrt{u^{2}-a^{2}}\right)}{\left.\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right.}\right)}\left[\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} d u \\
& J_{6}=\int_{c}^{1} \frac{u \log \left(\sqrt{u^{2}-b^{2}}+\sqrt{u^{2}-a^{2}}\right)}{\sqrt{\left(1-u^{2}\right)\left(u^{2}-c^{2}\right)}}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} d u \\
& J_{7}=\int_{a}^{b} \frac{t \log \left(\sqrt{c^{2}-t^{2}}+\sqrt{1-t^{2}}\right)}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} d t \\
& J_{8}=\int \frac{b \log \left(\sqrt{c^{2}-t^{2}}+\sqrt{1-t^{2}}\right)}{\sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)}}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} d t .
\end{aligned}
$$

## 4. STRESS INTENSITY FACTORS AND DISPLACEMENT

The normal stress $\tau_{y y}(x, y)$ on the plane $y=0$ can be found from the relations (10), (13), (26), (29) and (30) as

$$
\tau_{y y}(x, 0)=\frac{\pi \mu x}{\sqrt{\left(x^{2}-a^{2}\right)\left(b^{2}-x^{2}\right)}}\left[D_{1}\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right]^{1 / 2}\left[\frac{c^{2}-x^{2}}{1-x^{2}}\right]^{1 / 2}\right.
$$

$$
\begin{align*}
& \left.-o_{2} \frac{\left(x^{2}-a^{2}\right)}{\left.\sqrt{\left(1-x^{2}\right)\left(c^{2}-x^{2}\right.}\right)}\right]+o\left(m_{1}^{2} \operatorname{logm}_{1}\right), x \in I_{2} \\
& =\frac{\pi \mu x}{\sqrt{\left(x^{2}-c^{2}\right)\left(1-x^{2}\right)}}\left[D_{1}\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right] \frac{1 / 2}{\sqrt{\left(x^{2}-a^{2}\right)\left(x^{2}-b^{2}\right)}}+\right. \\
& \quad+o_{2}\left[\frac{\left(x^{2}-c^{2}\right)}{x^{2}-b^{2}}\right] \quad 1 / 2 \tag{36}
\end{align*}
$$

Defining the stress intensity factors at the edges of the strips by the relations

$$
\begin{aligned}
& K_{a}=\operatorname{Lt}_{x \rightarrow a+}\left|\frac{\tau_{y y}(x, 0) \sqrt{x-a}}{\pi \mu v_{0}}\right| \quad ; \quad K_{b}=L_{x \rightarrow b-}\left|\frac{\tau_{y y}(x, 0) \sqrt{b-x}}{\pi \mu v_{0}}\right| \\
& K_{c}=\operatorname{Lt}_{x \rightarrow c+}\left|\frac{\tau_{y y}(x, 0) \sqrt{x-c}}{\pi \mu v_{0}}\right| ; \quad \because \quad K_{1}=\operatorname{Lt}_{x \rightarrow 1-}\left|\frac{\tau y y}{\pi \mu v_{0}(x, 0) \sqrt{1-x}}\right|
\end{aligned}
$$

We get

$$
\begin{equation*}
k_{a}=\left|\frac{\sqrt{a} D_{1} / v_{0}}{\sqrt{2\left(b^{2}-a^{2}\right)}}\right| \tag{37}
\end{equation*}
$$

$K_{b}=\left|\frac{\sqrt{b}}{\sqrt{2\left(b^{2}-a^{2}\right)}}\left\{\frac{D_{1}}{v_{0}}\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{c^{2}-b^{2}}{1-b^{2}}\right]^{1 / 2}-\frac{D_{2}}{v_{0}} \frac{\left(b^{2}-a^{2}\right)}{\sqrt{\left(1-b^{2}\right)\left(c^{2}-b^{2}\right)}}\right\}\right|$

$$
\begin{align*}
& k_{c}=\left|\frac{\gamma c}{\sqrt{2\left(1-c^{2}\right)}} \frac{D_{2}}{v_{0}}\left[\frac{c^{2}-a^{2}}{c^{2}-b^{2}}\right)^{1 / 2}\right|  \tag{39}\\
& k_{1}=\left\lvert\, \frac{1}{\sqrt{2\left(1-c^{2}\right)}}\left\{\frac{\left(1-c^{2}\right) D_{1}}{\sqrt{\left(c^{2}-a^{2}\right)\left(1-b^{2}\right)}}+\left[\frac{1-a^{2}}{1-b^{2}}\right]^{1 / 2} D_{2}\right\}\right.
\end{align*}
$$

The vertical displacement $v(x, y)$ on the plane $y=0$ can be obtained from equations (9), (13), (26), (29), and (30) as

$$
\begin{gather*}
v(x, 0)=\frac{4 \tau^{2}}{\pi}\left[\{ ( \gamma + \operatorname { l o g } m _ { 1 } - \frac { \pi i } { 2 } ) M + N \} \left\{D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right]^{1 / 2}\left(J_{1}+J_{3}\right)+\right.\right. \\
\left.\left.+D_{2}\left(J_{4}-J_{2}\right)\right\}+\frac{M}{2}\left\{\left(J_{9}+J_{11}\right)\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2} D_{1}+D_{2}\left(J_{12}-J_{10}\right)\right\}\right] \\
x \in I_{1}, I_{3}, I_{5} \tag{41}
\end{gather*}
$$

where

$$
J_{9}=\int_{a}^{b} \frac{t \log \left|t^{2}-x^{2}\right|}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}}\left[\frac{c^{2}-t^{2}}{1-t^{2}}\right]^{1 / 2} d t
$$

$$
\begin{aligned}
& J_{10}=\int_{a}^{b} \frac{t \log \left|t^{2}-x^{2}\right|}{\sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)}}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} d t \\
& J_{11}=\int \frac{u \log \left|u^{2}-x^{2}\right|}{c \sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}}\left[\frac{u^{2}-c^{2}}{1-u^{2}}\right]^{1 / 2} d u \\
& J_{12}=\int \frac{u \log \left|u^{2}-x^{2}\right|}{\sqrt{\left(u^{2}-c^{2}\right)\left(1-u^{2}\right)}}\left[\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right]^{1 / 2} d u .
\end{aligned}
$$

5. NUMERICAL RESULTS AND DISCUSSION

The stress intensity factors (SIF) $K_{a}, K_{b}, K_{c}$ and $K_{1}$ at the edges of the strips and vertical displacement $\left|v(x, 0) / v_{0}\right|$ near about the rigid strips have been plotted against dimensionless frequency $m_{1}$ and distance $x$ respectively for a Poisson solid $\left(\tau^{2}=3\right)$.

It is found that whatever the lengths of the strips are, SIFs at the four edges of the strips increase with increase in the value of $m_{1}\left(0.1 \leq m_{1} \leq 0.6\right)$.

From the graphs, it may be noted further that with a decrease in the length of the inner strip, which might be induced either by increasing ' $a$ ' or by decreasing ' $b$ ', the SIFs gradually increase (fig. $2-\mathrm{fig} .9$ ).

Also, a decrease in the value of the length of the outer strip, which might be induced by increasing the value of $c$, causes an increase in the values of the SIFs (fig. 10 - fig.13), from which an interesting conclusion might be drawn: i.e, that the presence of the outer strip suppresses the SIFs at both the edges of the inner strip and the presence of the inner strip suppresses the SIFs at both the edges of the outer strip.

The vertical displacement has been plotted for different strip lengths. It is found from fig. 14 - fig. 16 that with the increase in the value of strip lengths, the displacement increases.


Fig. 2. Stress intensity factor $K_{a}$ versus dimensionless frequency $m_{1}$ for $b=0.6, c=0.8$ and for different values of $a$.


Fig. 3. Stress intensity factor $K_{b}$ versus dimensionless frequency $m_{1}$ for $b=0.6, c=0.8$ and for different values of $a$.


Fig. 4. Stress intensity factor $K_{c}$ versus dimensionless frequency $m_{1}$ for $b=0.6, c=0.8$ and for different values of $a$.


Fig. 5. Stress intensity factor $K_{1}$ versus dimensionless frequency $m_{1}$ for $b=0.6, c=0.8$ and for different values of $a$.


Fig. 6. Stress intensity factor $K_{a}$ versus dimensioniess frequency $m_{1}$ for $a=0.2, c=0.8$ and for different values of $b$.


Fig. 7. Stress intensity factor $K_{b}$ versus dimensionless frequency $m_{1}$ for $a=0.2, c=0.8$ and for different values of $b$.


Fig. 8. Stress intensity factor $K_{c}$ versus dimensionless frequency $m_{1}$ for $a=0.2, c=0.8$ and for different values of $b$.


Fig. 9. Stress intensity factor $k$, versus dimensioniess frequency $m_{1}$ for $a=0.2, c=0.8$ and for different values of $b$.


Fig. 10. Stress intensity factor $\mathrm{K}_{\mathrm{a}}$ versus dimensionless frequency $m_{1}$ for $a=0.2, b=0.4$ and for different values of $c$.


Fig. 11. Stress intensity factor $K_{b}$ versus dimensionless frequency $m_{1}$ for $a=0.2, b=0.4$ and for different values of $c$.


Fig. 12. Stress intensity factor $k_{c}$ versus dimensionless frequency $m_{1}$ for $a=0.2, b=0.4$ and for different values of $c$.


Fig. 13. Stress intensity factor $K_{1}$ versus dimensionless frequency $m_{1}$ for $a=0.2, b=0.4$ and for different values of $c$.


Fig. 14. Vertical displacement $\left|v(x, 0) / v_{0}\right|$ versus dimensionless distance $x$ for $b=0.6, c=0.8$, $a=0.2,0.4$ and for $m_{1}=0.1,0.2,0.3$.


Fig. 15. Vertical displacement $\left|v(x, 0) / v_{0}\right|$ versus dimensionless distance x for $\mathrm{a}=0.2, \mathrm{c}=0.8$, $b=0.4,0.6$ and for $m_{1}=0.1,0.2,0.3$.


Fig. 16. Vertical displacement $\left|v(x, 0) / v_{0}\right|$ versus dimensionless distance x for $\mathrm{a}=0.2, \mathrm{~b}=0.4$, $c=0.6,0.8$ and for $m_{1}=0.1,0.2,0.3$.

# DIFFRACTION OF ELASTIC WAVES BY FOUR RIGID STRIPS EMBEDDED IN AN INFINITE ORTHOTROPIC MEDIUM 

## 1. INTRODUCTION

In recent years, the study of the problems involving cracks or inclusions in composite and anisotropic materials has gained much importance. The problems of diffraction of elastic waves by cracks or inclusions have aroused attention in the field of fracture mechanics in view of their application in Seismology and Geophysics.'Studies of a single Griffith crack as well as two parallel and coplanar Griffith cracks have been made by Mal [1970], Jain and Kanwal [1972] and Itou [1980]. The corresponding problems of diffraction by a single and two parallel rigid strips have been solved by Wickham [1977], Jain and Kanwal [1972] and Mandal and Ghosh [1992] respectively. In most of the cases the problems were solved by the integral equation technique, but the solutions of interesting problems involving the scattering of elastic waves by, more than two coplanar Griffith cracks or strips are still lacking. The problem involving single Griffith crack in orthotropic medium was investigated by Kassir and Bandyopadhya [1983], Shindo et al
[1986] and De and Patra [1990]. Shindo et al [1991] have investigated the impact response of symmetric edge cracks in an orthotropic strip. Mandal and Ghosh [1994] considered the problem of interaction of elastic waves with a periodic array of coplanar Griffith cracks in an orthotropic elastic medium. The problem of scattering of elastic waves by a circular crack in transversely isotropic medium was investigated by Kundu and Bostrom [1991].

In our case, we have considered the two-dimensional problems of diffraction of elastic waves by four coplanar parallel rigid strips embedded in an infinite orthotropic medium. The five part mixed boundary value problem was reduced to the solution of a set of integral equations. Following the technique developed by' Srivastava and Lowengrub [1970], the integral equations were solved. The normal stress under the strips and displacement outside the strips were derived in closed analytical form. To display the influence of the material orthotropy numerical values of stress intensity factors at the edges of the strips and vertical displacement have been plotted against dimensionless frequency and distance respectively for several orthotropic materials. This type of problem is important in view of their application in detecting the presence of inhomogeneities embedded in material structure and in seismology while studing the scattering of elastic waves by inhomogeneities like rigid hard rocks inside the earth.

## 2. FORMULATION OF THE PROBLEM

Consider the diffraction of normally incident longitudinal wave by four coplanar and parallel rigid strips embedded in an infinite orthotropic elastic medium and the strips occupy the region $d_{1} \leq\left|x_{1}\right| \leq d_{2}, d_{3} \leq\left|x_{1}\right| \leq d, x_{2}=0,\left|x_{3}\right|<\infty$. Let $E_{i}, H_{i j}$ and $v_{i j}$ (i,j=1,2,3) denote the engineering elastic constants of the material where the subscripts $1,2,3$ correspond to the $x_{1}, x_{2}, x_{3}$ directions which coincide with the axes of material orthotropy. Normalizing all lengths with respect to ' $d$ ' and putting $x_{1} / d=x$, $x_{2} / d=y, x_{3} / d=z, \quad d_{1} / d=a, \quad d_{2} / d=b, d_{3} / d=c$, the rigid strips are defined by $a \leq|x| \leq \leq, c \leq|x| \leq 1, y=0,|z|<\infty$ (Fig.1).

Let a time harmonic wave given by $u_{i}=0$ and $v_{i}=v_{0} \exp [i(k y-b t)]$ where $k=\omega d / c_{s} \sqrt{c_{22}}, c_{s}=\left(\mu_{12} / \rho\right)^{1 / 2}$ and $v_{0}$ is a constant, traveliing in the direction of positive y-axis be incident normally on the strips. The non-zero stress components $\tau_{y y}$ and $\tau_{x y}$ are given by

$$
\begin{align*}
& \tau_{y y} / \mu_{12}=c_{12} \frac{\partial u}{\partial x}+c_{22} \frac{\partial v}{\partial y} \\
& \tau_{x y} / \mu_{12}=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x} \tag{1}
\end{align*}
$$

where $c_{i j}(i, j=1,2)$ are nondimensional parameters related to the elastic constants by the relations


Fig. 1. Geometry of the strips and incident field.

$$
\begin{align*}
& c_{11}=E_{1} / \mu_{12}\left(1-v_{12}^{2} E_{2} / E_{1}\right) \\
& c_{22}=E_{2} / \mu_{12}\left(1-\nu_{12}^{2} E_{2} / E_{1}\right)=c_{11} E_{2} / E_{1}  \tag{2}\\
& c_{12}=v_{12} E_{2} / \mu_{12}\left(1-v_{12}^{2} E_{2} / E_{1}\right)=v_{12} c_{22}=v_{21} c_{11}
\end{align*}
$$

The constants $E_{i}$ and $w_{i j}$ satisfy the Maxwell's relation

$$
v_{i j} / E_{i}=v_{j i} / E_{j}
$$

The equations of motion for orthotropic material, interms of displacements are

$$
\begin{align*}
& c_{11} \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\left(1+c_{12}\right) \frac{\partial^{2} v}{\partial x \partial y}=\frac{d^{2}}{c_{s}^{2}} \frac{\partial^{2} u}{\partial t^{2}}  \tag{3}\\
& c_{22} \frac{\partial^{2} v}{\partial y^{2}}+\frac{\partial^{2} v}{\partial x^{2}}+\left(1+c_{12}\right) \frac{\partial^{2} u}{\partial x \partial y}=\frac{d^{2}}{c_{s}^{2}} \frac{\partial^{2} v}{\partial t^{2}}
\end{align*}
$$

where $u, v$ are the displacement components of the scattered field (Fig.2).


Fig. 2. Displacement components of the scattered field.

The boundary conditions are
(i) $u(x, y, t)=0, \quad v(x, y, t)+v_{j}(x, y, t)=0$ across $y=0$ on the surface of the strips.
(ii) $u$ and $v$ are continuous across $y=0$ for $|x|<\omega$.
(iii) $\tau_{y y}, \tau_{x y}$ are continuous across $y=0$ outside the strips.

Further, the scattered field should satisfy the radiation condition at infinity. Substituting $u(x, y, t)=u(x, y) \exp (-i \omega t)$ and $v(x, y, t)=$ $v(x, y) \exp (-i \omega t)$ our problem reduces to the solution of the equations

$$
c_{11} \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\left(1+c_{12}\right) \frac{\dot{\partial}^{2} v}{\partial x \partial y}+\frac{d^{2} \omega^{2}}{c_{s}^{2}} u=0
$$

and

$$
\begin{equation*}
c_{22} \frac{\partial^{2} v}{\partial y^{2}}+\frac{\partial^{2} v}{\partial x^{2}}+\left(1+c_{12}\right) \frac{\partial^{2} u}{\partial x \partial y}+\frac{d^{2} \omega^{2}}{c_{s}^{2}} v=0 \tag{4}
\end{equation*}
$$

Boundary conditions on $u$ and $v$ suggest that $u$ and $v$ are odd and even functions of $y$ respectively. Accordingly, equations (4) are to be solved subject to the boundary conditions

$$
\begin{array}{ll}
v(x, 0)=-v_{0}, & x \in I_{2}, I_{4} \\
\tau_{y y}(x, 0)=0, & x \in I_{1}, I_{3}, I_{5} \\
u(x, 0)=0, & |x|<w \tag{7}
\end{array}
$$

with $I_{1}=(0, a), I_{2}=(a, b), I_{3}=(b, c), I_{4}=(c, 1), I_{5}=(1, \infty)$.

Henceforth the time factor $\exp (-i \omega t)$ which is common to all field variables would be omitted in the sequel.

The solutions of equations (4) are taken as

$$
\begin{align*}
& u(x, y)= \pm \frac{2}{\pi} \int_{0}^{\infty}\left[A_{1}(\vec{\xi}) \exp \left(-\gamma_{1}|y|\right)+A_{2}\left(\dot{\xi_{0}}\right) \exp \left(-\gamma_{2}|y|\right)\right] \sin \dot{\xi} x d \dot{\xi_{2}}, y_{<}^{>} 0  \tag{8}\\
& v(x, y)=\frac{2}{\pi} \int_{0}^{\infty} \frac{1}{\xi}\left[\alpha_{1} A_{1}(\ddot{\xi}) \exp \left(-\gamma_{1}|y|\right)+\alpha_{2} A_{2}(\ddot{\zeta}) \exp \left(-\gamma_{2}|y|\right)\right] \cos \dot{\xi} x d \dot{\xi}, \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
a_{i}=\frac{c_{11^{2}} \xi^{2}-k_{s}^{2}-\gamma_{i}^{2}}{\left(1+c_{12}\right)_{z_{i}}}, \quad i=1,2 \quad, \quad k_{s}^{2}=\frac{d^{2} \omega^{2}}{c_{s}^{2}} \tag{10}
\end{equation*}
$$

and $A_{i}(\hat{F})(i=1,2)$ are the unknowns to be solved, $\gamma_{1}^{2}$ and $\gamma_{2}^{2}$ are the roots of the equation

$$
\begin{equation*}
c_{22^{\gamma^{4}}}+\left\{\left(c_{12}^{2}+2 c_{12}-c_{11} c_{22}\right) \xi^{2}+\left(1+c_{22}\right) k_{s}^{2}\right\} \gamma^{2}+\left(c_{11} \xi^{2}-k_{s}^{2}\right)\left(\xi^{2}-k_{s}^{2}\right)=0 \tag{11}
\end{equation*}
$$

From the boundary condition (7) it is found that

$$
A_{2}(\zeta)=-A_{1}(\zeta) .
$$

Therefore displacements $u, v$ and stresses $\tau_{y v}, \tau_{x y}$ finally can be written as

$$
\begin{align*}
& u(x, y)=\frac{2}{\pi} \int_{0}^{\omega}\left[\exp \left(-\gamma_{1}|y|\right)-\exp \left(-\gamma_{2}|y|\right)\right] A_{1}(\xi) \sin \xi x d \xi, y>0  \tag{12}\\
& \infty \\
& v(x, y)=\frac{2}{\pi} \int_{0} \frac{1}{\xi}\left[\alpha_{1} \exp \left(-\gamma_{1}|y|\right)-\alpha_{2} \exp \left(-\gamma_{2}|y|\right)\right] A_{1}(\xi) \cos \dot{\xi} x d \dot{\xi}  \tag{13}\\
& \tau_{y y} / \mu_{12}=\frac{2}{\pi} \int_{0}^{\infty}\left[\left(c_{12} \psi-\frac{c_{22} \alpha_{1} \gamma_{1}}{\xi}\right] \exp \left(-\gamma_{1}|y|\right)-\right. \\
& \left.-\left[c_{12} \hat{z}-\frac{c_{22^{2}} 2^{2} 2}{\xi}\right] \exp \left(-\xi_{2}|y|\right)\right] A_{1}(\vec{\xi}) \cos \hat{\xi} x d \hat{z}, \quad y>0  \tag{14}\\
& \tau_{x y} / \mu_{12}=-\frac{2}{\pi} \int_{0}^{\omega}\left[\left(\gamma_{1}+a_{1}\right) \exp \left(-\gamma_{1}|y|\right)-\right. \\
& \left.-\left(y_{2}+\alpha_{2}\right) \exp \left(-y_{2}|y|\right)\right] A_{1}(\xi) \sin \dot{\xi} x d \dot{\xi} \tag{15}
\end{align*}
$$

Next putting

$$
A(\xi)=\frac{\alpha_{1}^{\gamma} y_{1}-\alpha_{2}^{\gamma} 2}{\xi} A_{1}(\xi)
$$

the boundary conditions (5) and (6) lead to the following integral
equations in $A(\xi)$ :
$\int_{0}^{\infty}\left[\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1} v_{1}-\alpha_{2}{ }_{2}}\right] A(\xi) \cos \hat{\varepsilon} x d \overrightarrow{c_{c}}=-\frac{\pi}{2} v_{0}, \quad x \in I_{2}, I_{4}$
and

$$
\int^{\varphi} A(\xi) \cos \dot{\xi} d \dot{\xi}=0, \quad x \in I_{1}, I_{3}, I_{5}
$$

## 3. SOLUTION OF THE PROBLEM

We consider the solution of the integral equations (16) and (17) in the form

$$
A(\xi)=\int_{a}^{b} t f\left(t^{2}\right) \cos \xi t d t+\int_{c}^{1} u g\left(u^{2}\right) \cos u d u
$$

where $f\left(t^{2}\right)$ and $g\left(u^{2}\right)$ are unknown functions to be determined. By the choice of $A(C)$ given by (18) the relation (17) is satisfied automatically and the equation (16) becomes

$$
\int_{a}^{b} t f\left(t^{2}\right) d t \int_{0}^{\infty}\left[\frac{\alpha_{1}-a_{2}}{\alpha_{1} \gamma_{1}-\alpha_{2} \gamma_{2}}\right] \cos \xi x \cos \xi t d \xi+
$$

$$
\begin{align*}
& +\int_{c}^{1} u g\left(u^{2}\right) d u \int_{0}^{\infty}\left[\frac{a_{1}-a_{2}}{a_{1} v_{1}-a_{2}^{\gamma}}\right] \cos x \cos \xi u d \hat{} \\
& =-\frac{\pi}{2} v_{0}, \quad x \in I_{2}, I_{4} \tag{19}
\end{align*}
$$

Using the relation

$$
\frac{\sin x \sin t}{\varepsilon^{2}}=\int_{0}^{x} \int_{0}^{t} \frac{w v J_{0}(\xi w) J_{0}(\xi v) d v d w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}}
$$

the above equation is converted to the form

$$
\begin{align*}
& \quad \frac{d}{d x} \int_{a}^{b} t f\left(t^{2}\right) d t \frac{\partial}{\partial t} \int_{0}^{x} \int_{0}^{t} \frac{v w L_{1}(v, w) d w d v}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}}+ \\
& +\frac{d}{d x} \int_{c}^{1} u g\left(u^{2}\right) d u \frac{\partial}{\partial u} \int_{0}^{x} \int_{0}^{u} \frac{v w L_{1}(v, w) d w d v}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(u^{2}-v^{2}\right)^{1 / 2}} \\
& =-\frac{\pi}{2} v_{0}, x \in I_{2}, I_{4}  \tag{20}\\
& L_{1}(v, w)=\int_{0}^{\infty}\left[\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1} 1_{1}-\alpha_{2^{\gamma}}}\right) J_{0}(\xi w) J_{0}(\xi v) d \xi .
\end{align*}
$$

where

By a contour integration technique (Mandala and Gosh [1994]) the infinite integral in $L_{1}(v, w)$ can be converted to the following finite integrals
where $\quad \bar{y}_{1}=\left[\frac{1}{2}\left\{R_{1}-\left(R_{1}^{2}-4 R_{2}\right)^{1 / 2}\right\}\right]^{1 / 2}$

$$
\bar{\gamma}_{2}=\left[\frac{1}{2}\left\{R_{1}+\left(R_{1}^{2}-4 R_{2}\right)^{1 / 2}\right\}\right]^{1 / 2}
$$

$$
\bar{\gamma}_{1}^{\prime}=\left[\frac{1}{2}\left\{-R_{1}+\left(R_{1}^{2}+4 R_{3}\right)^{1 / 2}\right\}\right]^{1 / 2}
$$

$$
\bar{y}_{2}^{\prime}=\left[\frac{1}{2}\left\{R_{1}+\left(R_{1}^{2}+4 R_{3}\right)^{1 / 2}\right\}\right]^{1 / 2}
$$

$$
R_{1}=\frac{1}{c_{22}}\left\{\left(c_{12}^{2}+2 c_{12}-c_{12} c_{22}\right) \eta^{2}+\left(1+c_{22}\right)\right\}
$$

$$
\mathrm{R}_{2}=\frac{c_{11}}{c_{22}}\left(1-n^{2}\right)\left[\frac{1}{c_{11}}-n^{2}\right)
$$

$$
\begin{equation*}
R_{3}=\frac{c_{11}}{c_{22}}\left(1-n^{2}\right)\left[\eta^{2}-\frac{1}{c_{11}}\right] \tag{23}
\end{equation*}
$$

The corresponding expression of $L_{1}(v, w)$ for $w<v$ follows from by interchanging $w$ and $v$.

$$
\begin{align*}
& L_{1}(v, w)=-i\left[\begin{array}{ll}
1 / \sqrt{c} & c_{11} n^{2}-1-\bar{\gamma}_{1} \bar{\gamma}_{2} \\
\int_{0}^{\bar{\gamma}_{1} \bar{\gamma}_{2}\left(\bar{\gamma}_{1}+\bar{\gamma}_{2}\right)} J_{0}\left(k_{s} \eta v\right) H_{0}^{(1)}\left(k_{s} \eta w\right) d \eta
\end{array} \quad-\right. \\
& \left.-\int_{1 / r_{c}}^{1} \frac{c_{11} \eta^{2}-1+\bar{y}_{2}^{2}}{\bar{y}_{2}^{2}\left(\bar{y}_{1}^{\prime}{ }^{2}+\bar{\gamma}_{2}^{\prime 2}\right)} J_{0}\left(k_{s} \eta v\right) H_{0}^{(1)}\left(k_{s} \eta w\right) d \eta\right], \quad w>v \tag{22}
\end{align*}
$$

Substituting the series expansion of $J_{0}()$ and $H_{0}^{(1)}()$ for small $k_{s}$, in (22) we find after some algebraic manipulation

$$
\begin{align*}
& L_{1}(v, w)=\frac{2}{\pi}\left[\left(y+\log \left(k_{s} w / 2\right)-\frac{\pi i}{2}\right] M+N-\frac{\left(w^{2}+v^{2}\right)}{4} R k_{s}^{2} \log k_{s}\right]+O\left(k_{s}^{2}\right) \\
&, w>v \\
&=\frac{2}{\pi}\left[\left(v+\log \left(k_{s} v / 2\right)-\frac{\pi i}{2}\right) M+N-\frac{\left(w^{2}+v^{2}\right)}{4} R k_{s}^{2} \log k_{s}\right]+O\left(k_{s}^{2}\right) \\
&, v>w \tag{24}
\end{align*}
$$

where $\gamma=0.5772157 \ldots .$. is Euler's constant,


and $\left.\mathrm{R}=\int_{0}^{1 / \sqrt{\mathrm{c}_{1}} 11} \frac{\bar{\eta}^{2}\left(\mathrm{c}_{11} \bar{\eta}^{2}-1-\bar{y}_{1} \bar{y}_{2}\right)}{\bar{y}_{1} \bar{y}_{2}\left(\bar{y}_{1}+\bar{y}_{2}\right)} \mathrm{d} \mathrm{\eta}-\int_{1 / \sqrt{c_{1}}}^{1} \frac{\eta_{11}^{2}\left(\mathrm{c}_{11} \eta^{2}-1+\bar{y}_{2}^{\prime}{ }^{2}\right)}{\bar{y}_{2}^{2}\left(\bar{\gamma}_{1}^{2}+\bar{y}_{2}^{\prime} 2\right.}\right) \mathrm{d} \|$

Now differentiating both sides of the relation (19) with respect to $x$ we obtain

$$
\begin{aligned}
& \int_{a}^{b} t f\left(t^{2}\right) d t \int_{0}^{\infty} \xi\left(\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1} \gamma_{1}-\alpha_{2}{ }_{2}}\right) \sin x \cos \xi t d \xi+ \\
& +\int_{c}^{1} u g\left(u^{2}\right) d u \int_{0}^{\infty} \zeta\left(\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1} \gamma_{1}-\alpha_{2}{ }_{2}}\right) \sin \bar{\xi} x \cos \xi u d \hat{\xi}=0, x \in I_{2}, I_{4}
\end{aligned}
$$

Following similar procedure as done for deriving equation (20), we obtain

$$
\begin{align*}
& x \int_{a}^{b} \frac{t f\left(t^{2}\right)}{\left(x^{2}-t^{2}\right)} d t+x \int_{c}^{1} \frac{u g\left(u^{2}\right)}{\left(x^{2}-u^{2}\right)} d u \\
= & \int_{0}^{b} t f\left(t^{2}\right) d t \frac{\partial}{\partial t} \int_{0}^{x} \int_{0}^{t} \frac{. v w L_{2}(v, w) d w d v}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}}+ \\
& \int_{0}^{1} u g\left(u^{2}\right) d u \frac{\partial}{\partial u} \int_{0}^{x} \int_{0} \frac{v w L_{2}(v, w) d w d v}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(u^{2}-v^{2}\right)^{1 / 2}} \\
& \quad x \in I_{2}, I_{4} \tag{28}
\end{align*}
$$

where

$$
\begin{equation*}
L_{2}(v, w)=\int_{0}^{\infty}\left[\frac{\xi^{2}}{e}\left[\frac{a_{1}-\alpha_{2}}{a_{1} \gamma_{1}-a_{2} \alpha_{2}}\right]\right]_{0}(\xi w) J_{0}(\xi v) d \xi \tag{29}
\end{equation*}
$$

$$
\begin{gather*}
\Leftrightarrow=\frac{c_{11}+N_{1} N_{2}}{N_{1}+N_{2}}  \tag{30}\\
N_{1}^{2}=\frac{1}{2 c_{22}}\left[-\left(c_{12}^{2}+2 c_{12}-c_{11} c_{22}\right)+\sqrt{\left(c_{12}^{2}+2 c_{12}-c_{11} c_{22}\right)^{2}-4 c_{11} c_{22}}\right] \tag{31}
\end{gather*}
$$

and

$$
N_{2}^{2}=\frac{1}{2 c_{22}}\left[-\left(c_{12}^{2}+2 c_{12}-c_{11} c_{22}\right)-\sqrt{\left(c_{12}^{2}+2 c_{12}-c_{11} c_{22}\right)^{2}-4 c_{11} c_{22}}\right]
$$

We use the contour integration technique mentioned earlier and get from (29)

$$
\begin{align*}
& L_{2}(v, w)=\frac{i k_{s}^{2}}{e}\left[\int_{0}^{1 / \sqrt{c}} 11 \frac{\eta^{2}\left(c_{11} \eta^{2}-1-\bar{\gamma}_{1} \bar{\gamma}_{2}\right)}{\bar{\gamma}_{1} \bar{\gamma}_{2}\left(\bar{\gamma}_{1}+\bar{\gamma}_{2}\right)} J_{0}\left(k_{s} \pi v\right) H_{0}^{(1)}\left(k_{s} \eta w\right) d \eta \quad-\right. \\
& \left.-\int_{1 / \sqrt{c}}^{1} \frac{\eta_{11}^{2}\left(c_{11^{\eta^{2}-1+\bar{y}_{2}^{\prime}}}^{2}\right)}{\bar{\gamma}_{2}^{\prime}\left(\bar{\gamma}_{1}^{\prime}+\bar{\gamma}_{2}^{\prime}\right)} J_{0}\left(k_{s} \eta v\right) H_{0}^{(1)}\left(k_{s} \eta w\right) d \eta\right], w>v \tag{32}
\end{align*}
$$

By the process similar to the one which led to the equation (24), (32) for small values of $k_{s}$ can be written as

$$
\begin{equation*}
L_{2}(v, w)=-\frac{2}{\pi} P k_{s}^{2} \log _{s}+o\left(k_{s}^{2}\right) \tag{33}
\end{equation*}
$$

where $\quad P=\frac{1}{\Theta} R$ and $R$ is given by (27).

Now, let us consider

$$
f\left(t^{2}\right)=f_{0}\left(t^{2}\right)+k_{s}^{2} \log \left(k_{s}\right) f_{f}\left(t^{2}\right)+O\left(k_{s}^{2}\right)
$$

and

$$
\begin{equation*}
g\left(u^{2}\right)=g_{0}\left(u^{2}\right)+k_{s}^{2} \log \left(k_{s}\right) g_{1}\left(u^{2}\right)+o\left(k_{s}^{2}\right) \tag{34}
\end{equation*}
$$

Putting the above expressions of $f\left(t^{2}\right), g\left(u^{2}\right)$ and the value of $L_{2}(v, w)$ given by (33) in the equation (28) and equating the coefficients of like powers of $k_{s}$ we obtain,

$$
\begin{equation*}
\int_{a}^{b} \frac{t f_{0}\left(t^{2}\right)}{\left(x^{2}-t^{2}\right)} d t+\int_{c}^{1} \frac{\lg _{0}\left(u^{2}\right)}{\left(x^{2}-u^{2}\right)} d u=0, \quad x \in I_{2}, I_{4} \tag{35}
\end{equation*}
$$

and $\int_{a}^{b} \frac{t f_{1}\left(t^{2}\right)}{\left(x^{2}-t^{2}\right)} d t+\int_{c}^{1} \frac{u g_{1}\left(u^{2}\right)}{\left(x^{2}-u^{2}\right)} d u$

$$
=-\frac{2 P}{\pi}\left[\int_{a}^{b} t f_{0}\left(t^{2}\right) d t+\int_{c}^{1} u g_{0}\left(u^{2}\right) d u\right], \quad x \in I_{2}, I_{4}
$$

Following Srivastava and Lowengrub [1970] the solutions of the above integral equation (35) can be obtained as

$$
\begin{align*}
f_{0}\left(t^{2}\right)= & D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}}- \\
& -D_{2}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \tag{37}
\end{align*}
$$

and $g_{0}\left(u^{2}\right)=D_{1}\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}}+$

$$
\begin{equation*}
+o_{2}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(1-u^{2}\right)\left(u^{2}-c^{2}\right)}} \quad, \quad x \in I_{4} \tag{38}
\end{equation*}
$$

where $D_{1}$ and $D_{2}$ are constants which can be calculaed as follows. We substitute the value of $L_{1}(v, w)$ from (24) as well as the expansion of $f\left(t^{2}\right)$ and $g\left(u^{2}\right)$ obtained from (34), (37) and (38). up to $O\left(k_{s}^{2} \operatorname{logk}_{s}\right)$ in the equation (20). When the coefficients of like powers of $k_{s}$ from both sides of the resulting equation are equated we get after some manipulation, the following results:

$$
\begin{equation*}
D_{1}=-v_{0} \frac{\pi^{2}}{4} \frac{\left(x_{4}-x_{2}\right)}{\left(x_{1} x_{4}-x_{2} x_{3}\right)} \quad ; \quad D_{2}=-v_{0} \frac{\pi^{2}}{4} \frac{\left(x_{3}-x_{1}\right)}{\left(x_{2} x_{3}-x_{1} x_{4}\right)} \tag{39}
\end{equation*}
$$

Where

$$
\begin{aligned}
& x_{1}=\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right]^{1 / 2}\left[\left\{\left[\gamma+\log \left(k_{s} / 2\right)-\frac{\pi j}{2}\right] M+N\right\}\left(J_{1}+J_{3}\right)+\right. \\
& \left.+\frac{1}{2} M J_{1} \log \left(b^{2}-a^{2}\right)+M J_{5}\right] \\
& x_{2}=\left\{\left[\gamma+\log \left(k_{s} / 2\right)-\frac{\pi i}{2}\right] M+N\right\}\left(J_{4}-J_{2}\right)- \\
& -\frac{1}{2} M J_{2} \log \left(b^{2}-a^{2}\right)+M J_{6} \\
& x_{3}=\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right]^{1 / 2}\left[\left\{\left(\gamma+\log \left(k_{s} / 2\right)-\frac{\pi i}{2}\right] M+N\right\}\left(J_{1}+J_{3}\right)+\right. \\
& \left.+\frac{1}{2} M_{3} \log \left(1-\mathrm{c}^{2}\right)+M J_{7}\right] \\
& x_{4}=\left\{\left[\gamma+\log \left(\mathrm{k}_{\mathrm{s}} / 2\right)-\frac{\pi i}{2}\right] M+N\right\}\left(J_{4}-J_{2}\right)+ \\
& +\frac{1}{2} M J_{4} \log \left(1-c^{2}\right)-M J_{8} \\
& J_{1}=\int_{a}^{b}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} \frac{t d t}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}}
\end{aligned}
$$

$$
\begin{aligned}
& J_{2}=\int_{a}^{b}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \frac{t d t}{\sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)}} \\
& J_{3}=\int_{c}^{1}\left(\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} \frac{u d u}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}} \\
& J_{4}=\int_{c}^{1}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \frac{u d u}{\sqrt{\left(1-u^{2}\right)\left(u^{2}-c^{2}\right)}} \\
& J_{5}=\int_{c}^{1}\left(\frac{u^{2}-c^{2}}{1-u^{2}} \cdot\right)^{1 / 2} \frac{u \log \left(\sqrt{u^{2}-b^{2}}+\sqrt{u^{2}-a^{2}}\right)}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}} d u \\
& J_{6}=\int_{c}^{1}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \frac{u \log \left(\sqrt{u^{2}-b^{2}}+\sqrt{u^{2}-a^{2}}\right)}{\sqrt{\left(1-u^{2}\right)\left(u^{2}-c^{2}\right)}} d u . \\
& J_{7}=\int_{a}^{b}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} \frac{t \log \left(\sqrt{c^{2}-t^{2}}+\sqrt{1-t^{2}}\right)}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}} d t \\
& J_{8}=\int_{a}^{b}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \frac{t \log \left(\sqrt{c^{2}-t^{2}}+\sqrt{1-t^{2}}\right)}{\sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)}} d t
\end{aligned}
$$

## 4. STRESS INTENSITY FACTORS AND DISPLACEMENT

The normal stress $\tau_{y y}(x, y)$ on the plane $y=0$ can be found from the relations (14), (18), (34),(37) and (38) as

$$
\begin{align*}
& \tau_{y y}(x, 0)=-\frac{\mu_{12} c_{22^{x}}}{\sqrt{\left(x^{2}-a^{2}\right)\left(b^{2}-x^{2}\right)}}\left\{D_{1}\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right]^{1 / 2}\left[\frac{c^{2}-x^{2}}{1-x^{2}}\right)^{1 / 2}-\right. \\
& \left.-\frac{D_{2}\left(x^{2}-a^{2}\right)}{\sqrt{\left(1-x^{2}\right)\left(c^{2}-x^{2}\right)}}\right\}+O\left(k_{5}^{2} \log _{s}\right), \quad x \leq I_{2} \\
& =-\frac{\mu_{12} c_{22} x}{\sqrt{\left(x^{2}-c^{2}\right)\left(1-x^{2}\right)}}\left\{D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right\}^{1 / 2} \frac{\left(x^{2}-c^{2}\right)}{\sqrt{\left(x^{2}-a^{2}\right)\left(x^{2}-b^{2}\right)}}+\right. \\
& \left.+D_{2}\left[\frac{x^{2}-a^{2}}{x^{2}-b^{2}}\right]^{1 / 2}\right\}+O\left(k_{s}^{2} \log _{s}\right), \quad x \in I_{4} \tag{44}
\end{align*}
$$

Defining the stress intensity factors at the edges of the strips by the relations

$$
K_{a}=\operatorname{Lt}_{x \rightarrow a+}\left|\frac{\tau_{y y}(x, 0) \sqrt{(x-a)}}{v_{0}^{H} 12}\right|
$$

$$
\begin{aligned}
& K_{b}=\operatorname{Lt}_{x \rightarrow b-}\left|\frac{\tau_{y y}(x, 0) \sqrt{(b-x)}}{v_{0} H_{12}}\right| \\
& K_{c}=\operatorname{Lt}_{x \rightarrow c+}\left|\frac{\tau_{y y}(x, 0) \sqrt{(x-c)}}{v_{0} H_{12}}\right| \\
& K_{1}=\operatorname{Lt}_{x \rightarrow 1-}\left|\frac{\tau_{y y}(x, 0) \sqrt{(1-x)}}{v_{0} \mu_{12}}\right|
\end{aligned}
$$

we get

$$
\begin{align*}
& k_{a}=\left|\frac{c_{22} \sqrt{a} D_{1}}{\sqrt{2\left(b^{2}-a^{2}\right)}}\right| \tag{45}
\end{align*}
$$

$$
\begin{align*}
& K_{c}=\left|\begin{array}{ll}
\frac{c_{22} \sqrt{c}}{\sqrt{2\left(1-c^{2}\right)}} & D_{2}\left(\frac{c^{2}-a^{2}}{c^{2}-b^{2}}\right)^{1 / 2}
\end{array}\right|  \tag{47}\\
& K_{1}=\left|\frac{c_{22}}{\sqrt{2\left(1-c^{2}\right)}}\left\{\frac{D_{1}\left(1-c^{2}\right)}{\sqrt{\left(1-b^{2}\right)\left(c^{2}-a^{2}\right)}}+D_{2}\left[\frac{1-a^{2}}{1-b^{2}}\right]^{1 / 2}\right\}\right| \tag{48}
\end{align*}
$$

The vertical displacement $v(x, y)$ on the plane $y=0$ can be obtained from equations (13), (18), (34), (37) and (38) as

$$
\begin{align*}
v(x, 0)= & \frac{4}{\pi^{2}}\left[\left\{y+\log \left(k_{s}\right)-\frac{\pi i}{2}\right) M+N\right\} x \\
& \times\left\{D_{1}\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right]\left(J_{1}+J_{2}\right)+D_{2}\left(J_{4}-J_{2}\right)\right\}+ \\
& \left.+\frac{M}{2}\left\{D_{1}\left[\frac{1-a^{2}}{c^{2}-a^{2}}\right] \quad\left(J_{9}+J_{11}\right)+D_{2}\left(J_{12}-J_{10}\right)\right\}\right]
\end{align*}
$$

where

$$
\begin{aligned}
& J_{9}=\int_{a}^{b}\left[\frac{c^{2}-t^{2}}{1-t^{2}}\right]^{1 / 2} \frac{t \log \left|t^{2}-x^{2}\right|}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}} d t \\
& J_{10}=\int\left[\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right] \frac{1 / 2}{t \log \left|t^{2}-x^{2}\right|} \sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)} d t \\
& J_{11}=\int\left[\frac{u^{2}-c^{2}}{1-u^{2}}\right] \frac{1 / 2}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}} d u \\
& \\
& J_{12}=\int\left[\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right] \frac{1 / 2}{u \log \left|u^{2}-x^{2}\right|} \sqrt{\left(u^{2}-c^{2}\right)\left(1-u^{2}\right)}
\end{aligned}
$$

In order to obtain the solution of the problem corresponding to two rigid strips taking $b \longrightarrow c$ we find from (37) and (38) that in this particular case

$$
\begin{aligned}
& f_{0}\left(t^{2}\right)= g_{0}\left(t^{2}\right)= \\
& D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(t^{2}-a^{2}\right)\left(1-t^{2}\right)}}- \\
&-D_{2}\left(\frac{t^{2}-a^{2}}{1-t^{2}}\right)^{1 / 2} \frac{1}{b^{2}-t^{2}}, \quad a \leq t \leq 1 .
\end{aligned}
$$

It can further be shown that $X_{1}=X_{3}$ so that

$$
D_{2}=0 \text { and } D_{1}=-\frac{v_{0} \pi^{2}}{4 x_{1}},
$$

where
$x_{1}=\frac{\pi}{2}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left[\left\{\gamma+\log \left(k_{s} / 2\right)-\frac{\pi i}{2}+\log \left(1-a^{2}\right)^{1 / 2}\right\}^{M+N}\right]$

It can easily be shown that in the isotropic case this result is identical with result given by Jain and Kanwal [1972].

## 5. NUMERICAL RESULTS AND DISCUSSION

The stress intensity factors (SIF) $K_{a}, K_{b}, K_{c}$ and $K_{1}$ given by (45) - (48) at the edges of the strips and vertical displacement $\left|v(x, 0) / v_{0}\right|$ near about the rigid strips have been plotted against dimensionless frequency $k_{s}$ and distance $x$ respectively for three different types of orthotropic materials whose engineering constants have been listed in table 1.

## TABLE - 1. ENGINEERING ELASTIC CONSTANTS

$\overline{E_{1}(\mathrm{~Pa})}$

Type I Modulite II Graphite-Epoxi Composite :

$$
15.3 \times 10^{9} \quad 1.58 .0 \times 10^{9} \quad 5.52 \times 10^{9} \quad 0.033
$$

Type II
E-Type Glass-Epoxi Composite :
$9.79 \times 10^{9} \quad 42.3 \times 10^{9} \quad 3.66 \times 10^{9} \quad 0.063$
Type III Stainless Steel-Aluminium Composite :

$$
79.76 \times 10^{9} \quad \therefore 85.91 \times 10^{9} \quad 30.02 \times 10^{9} \quad 0.31
$$

It is found that whatever the lengths of the strips are, SIFs at the four edges of the strips increase with increase in the value of
$k_{s}\left(0.1 \leq k_{s} \leq 0.6\right)$. From the graphs, it may be noted further that with a decrease in the length of the inner strip, which might be induced either by increasing 'a' or by decreasing 'b', the SIF $K_{a}$ at the innermost edge gradually decreases, wheareas the SIFs at the other edges show just the opposite behavior (Fig.3 - Fig.4).

Also, a decrease in the value of the length of the outer strip, which might be induced by increasing the value of 'c', causes an increase in the values of the SIFs (Fig.5) from which an interesting conclusion might be drawn : i.e., the presence of the inner strip suppresses the SIFs at both edges of the outer strip and the presence of the outer strip suppresses the SIFs at the edges of the inner strip.

The SIF $K_{a}$ has been plotted (Fig. 6) for different orthotropic materials to show the effect of material orthotropy. Similar effect are being seen for other SIFs.

The vertical displacement has been plotted for different strip lengths. It is found from Fig. 7 - Fig. 9 that with the increase in the value of strip length, the displacement increases.

For a fixed material the variation of displacement with frequency is found to be insignificant.


Fig. 3. Stress intensity factors vs. frequency $k_{s}$ for generalized plane stress.
( for material of type III ).


Fig. 4. Stress intensity factors vs. frequency $k_{s}$ for generalized plane stress.
( for material of type III ).


Fig. 5. Stress intensity factors vs. frequency $k_{s}$ for generalized plane stress.
( for materiai of type III).


Fig. 6. Stress intensity factor $k_{a}$ vs. frequency $k_{s}$ for generalized plane stress. ( - Type I, -.-.-. Type II, ----- Type III ).


Fig. 7. Vertical displacement $\left|v / v_{0}\right|$ vs. distance $x$ for generalized plane stress.
( Type I, ---- Type II ).


Fig. 8. Vertical displacement $\left|v / v_{0}\right|$ vs. distance $x$ for generalized plane stress. ( Type I, ---- Type II ).


Fig. 9. Vertical dispiacement $\left|v / v_{0}\right|$ vs. distance $x$ for generalized plane stress.
( Type I, ---- Type II ).
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# SPECTRAL REPRESENTATION OF A CERTAIN CLASS OF SELF-ADJOINT DIFFERENTIAL OPERATORS AND ITS APPLICATION TO AXISYMMETRIC BOUNDARY VALUE PROBLEMS IN ELASTODYNAMICS 

S.C. PAL, M.L. GHOSH and P.K. CHOWDHURI (DARJEELING)

## 1. Introduction

In this work an integral representation of the Dirac delta function required for solving the axisymmetric boundary value problem has been derived first. This representation is particularly suitable for problems where mixed boundary conditions are encountered. Following Friedmann [1], by contour integration of a suitable Green's function, integral representation of $\delta\left(R-R_{0}\right)\left(R, R_{0}>1\right)$ has been derived. This representation has been used to solve a particular type of axisymmetric problem in elastodynamics.

The problem treated is that of a semi-infinite elastic body containing a circular cylindrical cavity, whose axis is perpendicular to the plane surface. The semi-infinite medium is subjected to an axisymmetric concentric torque applied dynamically as a step function in time at the plane surface.

At first Lamb [4] investigated the classical normal loading problem of an elastic halfspace. As similar type of problem was investigated by Eason [5], Mitra [6], Chakraborty and De [7] and many others. They are all point source problems in a homogeneous semi-infinite medium.

The propagation of elastic waves, due to applied boundary tractions, in semi-infinite media containing internal boundaries has as yet not been studied to any large extent.

An earlier and comprehensive survey of the field is given by Scotr and Miklowitz [8]. Recently this type of work has been done by Johnson and Parnes [9].

We have solved the problem of the SH-type of elastic wave propagation in the semiinfinite medium due to a ring source producing SH-waves in the presence of a circular cylindrical cavity (case I). The problem of SH-wave propagation in the presence of rigid circular cylindrical inclusion in the semi-infinite medium due to the ring source has also been treated in the case 2 .

## 2. Integral Representation of a Dirac Delta Function

Consider the operator $L$ with $\lambda$ as a complex parameter, where

$$
\begin{equation*}
L \equiv \frac{d}{d r}\left(r \frac{d}{d r}\right)+\lambda r-\frac{1}{r} \tag{2.1}
\end{equation*}
$$

whose domain, $D$, is the set of all twice-differentiable functions $u(r), a<r<\infty$ such that

[^0]\[

$$
\begin{equation*}
r \frac{d u}{d r}-u=0 \quad \text { at } \quad r=a>0 \tag{i}
\end{equation*}
$$

\]

(ii) the behaviour of $u$ as $r \rightarrow \infty$ is that of an outgoing wave.

The solutions of $L G_{1}=0$ which satisfy (i) are

$$
\begin{equation*}
G_{1}=A_{1}\left[J_{1}(\sqrt{\lambda} r) Y_{2}\left(y^{\prime} \bar{\lambda} a\right)-Y_{1}(\sqrt{\bar{\lambda} r}) J_{2}(\sqrt{\bar{\lambda} a})\right], \quad a<r<r_{0}, \tag{2.2}
\end{equation*}
$$

where $A_{1}$ is an arbitrary constant and $J_{n}$ and $Y_{n}$ are the Bessel functions of the first and second kind, respectively.

Again the function $G_{2}$ which will satisfy $L G_{2}=0$ and the condition (ii) can be written as

$$
\begin{equation*}
G_{2}=A_{2} H_{1}^{(1)}(\sqrt{2} r) \quad\left(a<r_{0}<r<\infty\right), \tag{2.3}
\end{equation*}
$$

where $A_{2}$ is an arbitrary constant and $H_{n}^{(1)}$ is the Hankel function of the first kind of order $n$.

From Eqs. (2.2) and (2.3) the Green's function $G$ satisfying the equation $L G$ $=-\delta\left(r-r_{0}\right)$ and the conditions (i) and (ii) mentioned above is given by (c.f. [1])

$$
\begin{gather*}
G\left(r, r_{0} ; \lambda\right)=-\frac{\pi H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right)}{2 H_{2}^{(1)}(\sqrt{\lambda} a)}\left[J_{1}(\sqrt{\lambda} r) Y_{2}(\sqrt{\lambda} a)-Y_{1}(\sqrt{\lambda} r) J_{2}(\sqrt{\lambda} a)\right] H\left(r_{0}-r\right)-  \tag{2.4}\\
-\frac{\pi H_{1}^{(1)}(\sqrt{\lambda} r)}{2 H_{2}^{(1)}(\sqrt{\lambda} a)}\left[J_{1}\left(\sqrt{\lambda} r_{0}\right) Y_{2}(\sqrt{\lambda} a)-Y_{1}\left(\sqrt{\lambda} r_{0}\right) J_{2}(\sqrt{\lambda} a)\right] H\left(r-r_{0}\right), \\
0<\arg \lambda<2 \pi .
\end{gather*}
$$

Now consider

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint G\left(r, r_{0} ; \lambda\right) r d \lambda, \tag{2.5}
\end{equation*}
$$

where the contour of integration in the $\lambda$-plane is shown in Fig. 1. Since $G$ has a branch point at $\lambda=0$, we introduce a branch out in the complex $\lambda$-plane along the positive real axis and then take the contour as a large circle of radius $R_{1}^{2}$, having the centre at $\lambda=0$, not crossing the branch cut.


Fig. 1. Circular contour of integration $A B A^{i}$ in the $\lambda$-plane.

In terms of Hankel functions Eq. (2.4) can be written as

$$
\begin{align*}
& \frac{\pi}{4 i}\left[H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{1}^{(1)}(\sqrt{\lambda} r) \frac{H_{2}^{(2)}(\sqrt{\lambda} a)}{H_{2}^{(1)}(\sqrt{\lambda} a)}-H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{1}^{(2)}(\sqrt{\lambda} r)\right] H\left(r_{0}-r\right)+  \tag{2.6}\\
& +\frac{\pi}{4 i}\left[H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{1}^{(1)}(\sqrt{\lambda} r) \frac{H_{2}^{(2)}(\sqrt{\lambda} a)}{H_{2}^{(1)}(\sqrt{\lambda} a)}-H_{1}^{(1)}(\sqrt{\lambda} r) H_{1}^{(2)}\left(\sqrt{\lambda} r_{0}\right)\right] H\left(r-r_{0}\right)
\end{align*}
$$

For large $|z|$, the asymptotic behaviour of $H_{n}^{(1)}(z)$ and $H_{n}^{(2)}(z)$ is [2]

$$
\begin{align*}
& H_{n}^{(1)}(z) \sim \sqrt{\frac{2}{\pi z}} \exp \left[i\left(z-\frac{n \pi}{2}-\frac{\pi}{4}\right)\right], \\
& H_{n}^{(2)}(z) \sim \sqrt{\frac{2}{\pi z}} \exp \left[-i\left(z-\frac{n \pi}{2}-\frac{\pi}{4}\right)\right] . \tag{2.7}
\end{align*}
$$

Thus, for large values of | $\lambda \mid$, from the relations (2.7) we obtain

$$
\begin{gather*}
H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{1}^{(1)}\left(V^{\prime} \bar{\lambda} r\right) \frac{H_{2}^{(2)}(\sqrt{\lambda} a)}{H_{2}^{(1)}(\sqrt{\lambda} a)} \sim \frac{2}{\sqrt{\bar{\lambda} r r_{0} \pi}} \exp \left[i \sqrt{\bar{\lambda}}\left(r+r_{0}-2 a\right)+i \pi\right], \\
H_{1}^{(1)}\left(\sqrt{\lambda} r_{0}\right) H_{1}^{(2)}(\sqrt{\lambda} r) \sim \frac{-2}{\pi \sqrt{\lambda r r_{0}}} \exp \left[i \sqrt{\lambda}\left(r_{0}-r\right)\right],  \tag{2.8}\\
H_{1}^{(1)}(\sqrt{\lambda} r) H_{2}^{(2)}\left(V^{\prime} r_{0}\right) \sim \frac{2}{\pi \sqrt{\bar{\lambda} r r_{0}}} \exp \left[i \sqrt{\lambda}\left(r-r_{0}\right)\right] .
\end{gather*}
$$

If we put $\lambda=k^{2}$, then the circle in the $\lambda$-plane becomes a semi-circular arc $C$ of radius $R_{1}$ in the upper half of the $k$-plane shown in Fig. 2.


Fig. 2. $D E D^{\prime}$ - the semi-circular path of integration C in the $K$-plane.
Consequently, for large values of $R_{1}$ the integral (2.5) can be written as

$$
\begin{array}{r}
\frac{1}{2 \pi} \sqrt{\frac{r}{r_{0}} \int_{r}\left[\exp \left\{i k\left(r_{0}-r\right)\right\} H\left(r_{0}-r\right)+\exp \left\{i k\left(r-r_{0}\right)\right\} H\left(r-r_{0}\right)\right\} d k-} \begin{array}{r}
-\frac{1}{2 \pi} \int_{c} \sqrt{\frac{r}{r_{0}}} \exp \left\{i k\left(r+r_{0}-2 a\right)\right\} d k= \\
=-\frac{1}{2 \pi} \sqrt{\frac{r}{r_{0}}} \int_{-R_{1}}^{R_{1}} \exp \left(i k\left|r-r_{0}\right|\right) d k+\frac{1}{2 \pi} \sqrt{\frac{r}{r}} \int_{-R_{1}}^{R_{1}} \exp \left\{i k\left(r+r_{0}-2 a\right)\right\} d k= \\
=-\frac{1}{\pi} \sqrt{\frac{r}{r_{0}}} \frac{\sin R_{1}\left(r-r_{0}\right)}{r-r_{0}}+\frac{1}{\pi} \sqrt{\frac{r}{r_{0}}} \frac{\sin R_{1}\left(r+r_{0}-2 a\right)}{r+r_{0}-2 a} .
\end{array} \tag{2.9}
\end{array}
$$

Our object is to show that the integral (2.5) represents $-\delta\left(r-r_{0}\right)$ when $R_{1} \rightarrow \infty$. To justify the statement, consider a testing function $\phi(r)$, in $D$ which is continuous, has a continuous derivative of order two and vanishes outside a finite interval. Then, from the relations (2.5) and (2.9)

$$
\begin{aligned}
\lim _{R_{1} \rightarrow \infty} \int_{a}^{\infty} \phi(r) \frac{1}{2 \pi i} \oint G\left(r, r_{0} ; \lambda\right) r d \lambda d r
\end{aligned} \quad=-\lim _{R_{1} \rightarrow \infty} \frac{1}{\pi} \int_{a}^{\infty} \phi(r) \sqrt{\frac{r}{r_{0}} \frac{\sin R_{1}\left(r-r_{0}\right)}{\left(r-r_{0}\right)} d r}+,
$$

where we have used the result of Dirichlet integral and Riemann-Lebesgue Lemma [3].
Therefore

$$
\lim _{R_{1} \rightarrow \infty} \frac{1}{2 \pi \mathrm{i}} \oint G\left(r, r_{0} ; \lambda\right) r d \lambda=-\delta\left(r-r_{0}\right)
$$

To obtain an alternative integral representation, which will be useful for our subsequent application in physical problems, we consider the contour $\Gamma$ (Fig. 3) consisting of the real axis from $k=\varrho$ to $k=R_{1}$, where $0<\varrho<R$; a semi-circle $C$ of radius $R_{1}$ above the real axis; the real axis again from $-R$ to $-\varrho$; and finally a semi-circle $\gamma$ of radius $\varrho$ above the real axis with the centre at the origin. We take $\varrho$ small and $R_{1}$ large.


Fig. 3. $F D E D^{\prime} F^{\prime} F$ - the path of integration $\Gamma$ in the $K$-plane.
The integrand $2 G\left(r, r_{0}, k^{2}\right) k r$ has no singularity inside the contour $\Gamma$, and so the value of the integral

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\Gamma} G\left(r, r_{0} ; k^{2}\right) 2 k r d k=0 \tag{2.10}
\end{equation*}
$$

i.e. $\quad \frac{1}{2 \pi i} \int_{0} G\left(r, r_{0} ; k^{2}\right) 2 k r d k=-\frac{1}{2 \pi i} \int_{Q}^{R_{1}} G\left(r, r_{0} ; u^{2}\right) 2 u r d u+$

$$
+\frac{1}{2 \pi i} \int_{0}^{R_{1}} G\left(r, r_{0} ; e^{2 \pi i} u^{2}\right) 2 r u d u-\frac{1}{2 \pi} \int_{0}^{\pi} G\left(r, r_{0} ; \varrho^{2} e^{2 i \theta}\right) 2 r \varrho^{2} e^{2 i \theta} d \theta
$$

The behaviour of $Y_{n}(z)$ for small values of $|z|$ is described by the formula [2]

$$
Y_{n}(z) \sim-\frac{2^{n} \Gamma(n)}{\pi z^{n}}
$$

and $J_{n}(z)$ is bounded for small values of $|z|$ when $n$ is a positive integer. Using these results we conclude

$$
\left|G\left(r, r_{0} ; \dot{\underline{\varrho}}^{2} e^{2 i g}\right) \varrho\right|
$$

is bounded for small values of $\rho$. Hence

$$
\lim _{e \rightarrow 0} \frac{1}{\pi} \int_{0}^{\pi} G\left(r, r_{0} ; \varrho^{2} e^{2 i \theta}\right) e^{2 i \theta} \varrho^{2} r d \theta=0 .
$$

Letting $\varrho \rightarrow 0$ and $R_{1} \rightarrow \infty$ in (2.10), we get

$$
\begin{align*}
& \delta\left(r-r_{0}\right)=-\lim _{R_{1} \rightarrow \infty} \frac{1}{2 \pi i} \int_{c} G\left(r, r_{0} ; k^{2}\right) 2 k r d k=  \tag{2,11}\\
&=\frac{1}{2 \pi i} \int_{0}^{\infty}\left[G\left(r, r_{0} ; k^{2}\right)-G\left(r, r_{0} ; k^{2} e^{2 i \pi}\right)\right] 2 k r d k
\end{align*}
$$

From Eq. (2.4)

$$
\begin{aligned}
& G\left(r, r_{0} ; k^{2}\right)-G\left(r, r_{0} ; k^{2} e^{2 i r}\right)= \\
& =-\frac{\pi}{2}\left[\frac{J_{1}\left(k r_{0}\right)+i Y_{1}\left(k r_{0}\right)}{J_{2}(k a)+i Y_{2}(k a)}-\frac{J_{1}\left(k r_{0}\right)-i Y_{1}\left(k r_{0}\right)}{J_{2}(k a)+i Y(k a)}\right]\left[J_{1}(k r) Y_{2}(k a)-Y_{1}(k r) J_{2}(k a)\right] \times \\
& \times H\left(r_{0}-r\right)-\frac{\pi}{2}\left[\frac{J_{1}(k r)+i Y_{1}(k r)}{J_{2}(k a)+i Y_{2}(k a)}-\frac{J_{1}(k r)-i Y_{1}(k r)}{J_{2}(k a)-i Y_{2}(k a)}\right] \times \\
& \times\left[J_{1}\left(k r_{0}\right) Y_{2}(k a)-Y_{1}\left(k r_{0}\right) J_{2}(k a)\right] H\left(r-r_{0}\right)= \\
& =i \pi \frac{\left[J_{1}(k r) Y_{2}(k a)-Y_{1}(k r) J_{2}(k a)\right]\left[J_{1}\left(k r_{0}\right) Y_{2}(k a)-Y_{1}\left(k r_{0}\right) J_{2}(k a)\right]}{J_{2}^{2}(k a)+Y_{2}^{2}(k a)} .
\end{aligned}
$$

Substituting this expression in Eq. (2.11), we get

$$
\delta\left(r-r_{0}\right)=\int_{0}^{\infty} \frac{\left[J_{1}\left(k r_{0}\right) Y_{2}(k a)-Y_{1}\left(k r_{0}\right) J_{2}(k a)\right]\left[J_{1}(k r) Y_{2}(k a)-Y_{1}(k r) J_{2}(k a)\right]}{J_{2}^{2}(k a)+Y_{2}^{2}(k a)} r k d k
$$

Substituting $r / a=R, r_{0} / a=R_{0}$ and $k a=\gamma$, Eq. (2.12) can be written as
(2.13) $\delta\left(R-R_{0}\right)=\int_{0}^{\infty} \frac{\left[J_{1}\left(\gamma R_{0}\right) Y_{2}(\gamma)-Y_{1}\left(\gamma R_{0}\right) J_{2}(\gamma)\right]\left[J_{1}(\gamma R) Y_{2}(\gamma)-Y_{1}(\gamma R) J_{2}(\gamma)\right]}{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)} R \gamma d \gamma$.

Since $\delta\left(R-R_{0}\right)$ is symmetric with respect to $R$ and $R_{0}$, then, on the right hand side of Eq. (2.13), $R$ and $R_{0}$ can be interchanged. So we write

$$
\begin{equation*}
\delta\left(R-R_{0}\right)=R_{0} \int_{0}^{\infty} \frac{\gamma\left[J_{1}\left(\gamma R_{0}\right) Y_{2}(\gamma)-Y_{1}\left(\gamma R_{0}\right) J_{2}(\gamma)\right]\left[J_{1}(\gamma R) Y_{2}(\gamma)-Y_{1}(\gamma R) J_{2}(\gamma)\right]}{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)} \alpha \gamma . \tag{2.14}
\end{equation*}
$$

## 3. Formulation and General Solution

Case 1. We shall now use the integral representation of the delta function given by Eq. (2.13) to derive the time dependent response of an isotropic linearly elastic half-space containing a cylindrical cavity of radius $a$ due to a ring source. The axis of the cylinder considered as the $z$-axis, which is perpendicular to the plane surface, is directed downwards (Fig. 4). A torque is applied on the free surface of the half-space over the rim of a concentric circle of radius $r=r_{0}\left(r_{0}>a\right)$ for $t \geqslant 0$.


Fig. 4. Geometry of the problem.
Therefore on the cavity surface $r=a$

$$
\begin{equation*}
\tau_{r \theta}=\mu\left(\frac{\partial u_{\theta}}{\partial r}-\frac{u_{\theta}}{r}\right)=0 \tag{3.1}
\end{equation*}
$$

and on the plane surface $z=0$

$$
\begin{equation*}
\tau_{\theta z}=\mu \frac{\partial u_{\theta}}{\partial z}=\delta\left(r-r_{0}\right) H(t) \quad\left(a<r<\infty, r_{0}>a\right) \tag{3.2}
\end{equation*}
$$

where $\mu$ is Lame's constant, $\delta$ is the Dirac delta function and $H$ is the unit step function.
Now the only non-zero equation of motion is

$$
\begin{equation*}
\frac{\partial^{2} u_{\theta}}{\partial r^{2}}+\frac{1}{r} \frac{\partial u_{\theta}}{\partial r}+\frac{\partial^{2} u_{\theta}}{\partial z^{2}}-\frac{u_{\theta}}{r^{2}}=\frac{1}{\beta^{2}} \frac{\partial^{2} u_{\theta}}{\partial t^{2}} \tag{3.3}
\end{equation*}
$$

where $\beta=\sqrt{\mu / \underline{\varrho}}$ is the shear wave velocity.
Changing the independent variables $(r, z, t)$ to the no-dimensional variables $(R, Z, \tau)$ defined by

$$
\begin{equation*}
R=\frac{r}{a}, \quad Z=\frac{z}{a}, \quad \tau=\frac{\beta t}{a}, \quad R_{0}=\frac{r_{0}}{a} \tag{3.4}
\end{equation*}
$$

the above equation reduces to

$$
\begin{equation*}
\frac{\partial^{2} u_{\theta}}{\partial R^{2}}+\frac{1}{R} \frac{\partial u_{\theta}}{\partial R}+\frac{\partial^{2} u_{\theta}}{\partial Z^{2}}-\frac{u_{\theta}}{R^{2}}=\frac{\partial^{2} u_{\theta}}{\partial \tau^{2}} \tag{3.5}
\end{equation*}
$$

and boundary conditions become

$$
\begin{equation*}
\tau_{r \theta}=\frac{\mu}{a}\left(\frac{\partial u_{\theta}}{\partial R}-\frac{u_{\theta}}{R}\right)=0 \quad \text { on } \quad R=1 \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{\theta z}=\frac{\mu}{a} \frac{\partial u_{\theta}}{\partial z}=\frac{1}{a} \delta\left(R-R_{0}\right) H:(t) \quad \text { on } \quad Z=0 \tag{3.7}
\end{equation*}
$$

Now, taking the Laplace transform with respect to nondimensional time ( $\tau$ ) and assuming the homogeneous initial conditions $u_{0}(R, Z, 0)=\frac{\partial u_{0}(R, Z, 0)}{\partial t}=0$ at $t=0$ Eq. (3.5) takes the form

$$
\begin{equation*}
\frac{\partial^{2} \tilde{u}_{\theta}}{\partial R^{2}}+\frac{1}{R} \frac{\partial \tilde{u}}{\partial R}+\frac{\partial^{2} \tilde{u}_{\theta}}{\partial Z^{2}}-\frac{\tilde{u}_{\theta}}{R^{2}}=s^{2} \tilde{u}_{0} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{u}_{\theta}=\int_{0}^{\infty} u_{\theta} e^{-s t} d \tau \tag{3.9}
\end{equation*}
$$

Take solution of Eq. (3.8) in the form

$$
\begin{equation*}
\tilde{u}_{\theta}(R, Z, s)=\int_{0}^{\infty}\left[A_{1}(\gamma) J_{1}(\gamma R)+B_{1}(\gamma) Y_{1}(\gamma R)\right] e^{-\sqrt{s^{2}+\gamma^{2}} z} d \gamma \tag{3.10}
\end{equation*}
$$

where $\gamma$ is real, $J_{1}$ and $Y_{1}$ are Bessel functions of the first and second kind respectively.
Using the boundary condition (3.6), we obtain

$$
\begin{equation*}
B_{1}(\gamma)=-A_{1}(\gamma) \frac{J_{2}(\gamma)}{Y_{2}(\gamma)} \tag{3.11}
\end{equation*}
$$

Substituting the value of $B_{1}(\gamma)$ an in Eq. (3.10), we have

$$
\begin{equation*}
\tilde{u}_{\theta}(R, Z, s)=\int_{0}^{\infty} A(\gamma)\left[J_{1}(\gamma R) Y_{2}(\gamma)-J_{2}(\gamma) Y_{1}(\gamma R)\right] e^{-\sqrt{s^{2}+\gamma^{2}} z} d \gamma, \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
A(\gamma)=\frac{A_{1}(\gamma)}{Y_{2}(\gamma)} . \tag{3.13}
\end{equation*}
$$

Therefore the transformed stress component reduces to

$$
\begin{equation*}
\tilde{\tau}_{\theta z}=\frac{\mu}{a} \int_{0}^{\infty} A(\gamma) \sqrt{\left(\gamma^{2}+s^{2}\right)} C_{2}(\gamma R) e^{-\sqrt{\gamma^{2}+s^{2}} Z} d \gamma \tag{3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{2}(\gamma R)=J_{2}(\gamma) Y_{1}(\gamma R)-Y_{2}(\gamma) J_{1}(\gamma R) . \tag{3.15}
\end{equation*}
$$

New, using the representation (3.15), Eq. (2.14) becomes

$$
\begin{equation*}
\delta\left(R-R_{0}\right)=R_{0} \int_{0}^{\infty} \frac{\gamma C_{2}(\gamma R) C_{2}\left(\gamma R_{0}\right)}{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)} d \gamma \tag{3.16}
\end{equation*}
$$

Using Eqs. (3.7), (3.14) and (3.16), the value of $A(\gamma)$ is obtained as

$$
\begin{equation*}
A(\gamma)=\frac{R_{0}}{\mu s} \frac{\gamma C_{2}\left(\gamma R_{0}\right)}{\sqrt{\left(s^{2}-\gamma^{2}\right)}\left\{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)\right\}} . \tag{3.17}
\end{equation*}
$$

Therefore $\tilde{u}_{\theta}$ becomes

$$
\begin{equation*}
\tilde{u}_{\theta}(R, Z, s)=-\frac{R_{0}}{\mu s} \int_{0}^{\infty} \frac{\gamma C_{2}(\gamma R) C_{2}\left(\gamma R_{0}\right)}{\sqrt{\left(\gamma^{2}+s^{2}\right)}\left\{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)\right\}} e^{-\sqrt{\gamma^{2}+s^{2}}} z d \gamma \tag{3.18}
\end{equation*}
$$

On the plane boundary $Z=0$

$$
\begin{equation*}
\tilde{u}_{\theta}(R, o, s)=-\frac{R_{0}}{\mu s} \int_{0}^{\infty} \frac{\gamma C_{2}(\gamma R) C_{2}\left(\gamma R_{0}\right)}{\sqrt{\left(\gamma^{2}+s^{2}\right)\left\{J_{2}^{2}(\gamma)+Y_{2}^{2}(\gamma)\right\}}} d \gamma . \tag{3.19}
\end{equation*}
$$

Now, introducing the change of the variable $\gamma=s \zeta$ into the above expression (3.19), we obtain

$$
\begin{equation*}
\tilde{u}_{\theta}(R, o, s)=-\frac{R_{0}}{\mu} \int_{0}^{\infty} \frac{\zeta C_{2}(s \zeta R) C_{2}\left(s \zeta R_{0}\right)}{\sqrt{\left(\zeta^{2}+1\right)}\left\{J_{2}^{2}(s \zeta)+Y_{2}^{2}(s \zeta)\right\}} d \zeta, \tag{3.20}
\end{equation*}
$$

Next, using

$$
\begin{equation*}
J_{n}(s \zeta R)=\frac{H_{n}^{(1)}(s \zeta R)+H_{n}^{(2)}(s \zeta R)}{2} \tag{3.21}
\end{equation*}
$$

and

$$
Y_{n}(s \zeta R)=\frac{H_{n}^{(1)}(s \zeta R)-H_{n}^{(2)}(s \zeta R)}{2 i}
$$

we obtain

$$
\begin{align*}
C_{2}(s \zeta R)=J_{2}(s \zeta) Y_{1}(s \zeta R)-Y_{2}(s \zeta) & J_{1}(s \zeta R)=  \tag{3.22}\\
& =\frac{1}{2 i}\left[H_{1}^{(1)}(s \zeta R) H_{2}^{(2)}(s \zeta)-H_{1}^{(2)}(s \zeta R) H_{2}^{(1)}(s \zeta)\right]
\end{align*}
$$

and

$$
C_{2}\left(s \zeta R_{0}\right)=\frac{1}{2 i}\left[H_{1}^{(1)}\left(s \zeta R_{0}\right) H_{2}^{(2)}(s \zeta)-H_{1}^{(2)}\left(s \zeta R_{0}\right) H_{2}^{(1)}(s \zeta)\right]
$$

Also
(3.22')

$$
J_{2}^{2}(s \zeta)+Y_{2}^{2}(s \zeta)=H_{2}^{(1)}(s \zeta) H_{2}^{(2)}(s \zeta)
$$

Therefore, Eq. (3.20) becomes

$$
\begin{equation*}
\tilde{u}_{0}(R, o, s)=-\frac{R_{0}}{4 \mu} \int_{0}^{\infty} \frac{\zeta}{\sqrt{\left(\zeta^{2}+1\right)}} F\left(R, R_{0}, s \zeta\right) d \zeta \tag{3.23}
\end{equation*}
$$

where

$$
\begin{align*}
\left(R, R_{0}, s \zeta\right)=F_{1}\left(R, R_{0}, s \zeta\right)+F_{2}\left(R, R_{0}, s \zeta\right)=F_{1}\left(R_{0}, R, s \zeta\right)+F_{2} & \left(R_{0}, R, s \zeta\right)=  \tag{3.24}\\
& =F\left(R_{0}, R, s \zeta\right)
\end{align*}
$$

and

$$
\begin{align*}
& F_{1}(\alpha, \beta, s \zeta)=H_{1}^{(2)}(s \zeta \beta)\left\{H_{1}^{(1)}(s \zeta \alpha)-H_{1}^{(2)}\left(s \zeta \alpha \varphi \frac{H_{1}^{(1)}(s \zeta)}{H_{2}^{(2)}(s \zeta)}\right\},\right. \\
& F_{2}(\alpha, \beta, s \zeta)=H_{1}^{(1)}(s \zeta \beta)\left\{H_{1}^{(2)}(s \zeta \alpha)-H_{1}^{(1)}(s \zeta \alpha) \frac{H_{2}^{(2)}(s \zeta)}{H_{2}^{(1)}(s \zeta)}\right\} .
\end{align*}
$$

Using the as ymptotic values of the Hankel functions for a large argument, it can be shown that

$$
\begin{equation*}
\frac{\zeta}{\sqrt{\left(\zeta^{2}+1\right)}} F_{1}\left(R, R_{0}, s \zeta\right) \rightarrow \frac{2}{\pi s \zeta \sqrt{R R_{0}}}\left[e^{-i s \zeta\left(R_{0}-R\right)}+e^{-i s \zeta\left(R+R_{0}-2\right)}\right] \tag{3.25}
\end{equation*}
$$

as $|s \zeta| \rightarrow \infty$, showing that $\frac{\zeta F_{1}\left(R, R_{0}, s \zeta\right)}{\sqrt{\left(\zeta^{2}+1\right)}}$ vanishes over a large circular are in the fourth quadrant of the complex $\zeta$-plane for $R<R_{0}$.

Also

$$
\frac{\zeta F_{2}\left(R, R_{0}, s \zeta\right)}{\sqrt{\left(\zeta^{2}+1\right)}} \rightarrow \frac{2}{\pi s \zeta \sqrt{R R_{0}}}\left[e^{i s \zeta\left(R_{0}-R\right)}+e^{i s \zeta\left(R+R_{0}-2\right)}\right]
$$

showing that $\frac{\zeta F_{2}\left(R, R_{0}, s \zeta\right)}{\sqrt{\zeta\left({ }^{2}+1\right)}}$ vanishes over a large circular arc in the first quadrant of the complex $\zeta$-plane for $R<R_{0}$. Therefore, for $R>R_{0}$,

$$
\frac{\zeta F_{2}\left(R_{0}, R, s \zeta\right)}{\sqrt{\left(\zeta^{2}+1\right)}} \quad \text { and } \quad \frac{\zeta F_{1}\left(R_{0}, R, s \zeta\right)}{\sqrt{\left(\zeta^{2}+1\right)}}
$$

vanish over large circular arcs in the first and fourth quadrants, respectively , of the complex $\zeta$-plane.

Denoting the responses for field points inside ( $R<R_{0}$ ) and outside ( $R>R_{0}$ ) the source by the subscripts I and 0 respectively, we have for points inside the source ( $R<R_{0}$ )

$$
\begin{equation*}
\tilde{u}_{\theta 1}(R, o, s)=-\frac{R_{0}}{4 \mu} \int_{0}^{\infty} \frac{\zeta}{\sqrt{\left(\zeta^{2}+1\right)}}\left[F_{2}\left(R, R_{0}, s \zeta\right)+F_{1}\left(R, R_{0}, s \zeta\right)\right] d \zeta \tag{3.26}
\end{equation*}
$$

and points outside the source $\left(R>R_{0}\right)$

$$
\tilde{u}_{00}(R, o, s)=-\frac{R_{0}}{4 \mu} \int_{0}^{\infty} \frac{\zeta}{\sqrt{\left(\zeta^{2}+1\right)}}\left[F_{2}\left(R_{0}, R, s \zeta\right)+F_{1}\left(R_{0}, R, s \zeta\right)\right] d \zeta .
$$

In order to evaluate

$$
\begin{equation*}
-\frac{R_{0}}{4 \mu} \int_{0}^{\infty} \frac{\zeta}{\sqrt{l}\left(\zeta^{2}+1\right)} F_{2}\left(R, R_{0}, s \zeta\right) d \zeta \tag{3.27}
\end{equation*}
$$

which is the first part of $\tilde{u}_{01}(R, 0, s)$ we note first that the integrand has branch points at $\zeta= \pm i$ and also has a branch point at the origin of coordinates due to the presence of Hankel functions in the integrand. The integrand has also poles which correspond to the zeros of $H_{2}^{(1)}(s \zeta)$. From Eq. (3.18) we note that in order that $\tilde{u}_{\theta}(R, Z, s)$ may be finite for large positive values of $Z,\left(\zeta^{2}+1\right)^{1 / 2}$ should have a positive real part on the path of integration. Accordingly, we draw cuts parallel to the real axis from $+i$ to $-\infty+i$ and from $-i$ to $\infty-i$ to satisfy our requirement. A cut along the negative real axis from the origin is also drawn to make Hankel functions single valued

$$
-\frac{R_{0}}{4 \mu} \frac{\zeta}{\sqrt{\left(\zeta^{2}+1\right)}} F_{2}\left(R, R_{0}, s \zeta\right)
$$

is now integrated along the quadrant of a large circle lying in the first quadrant of the complex 5 -plane as shown in Fig. 5a. Since poles of the integrand are outside the path of integration, the integral (3.27) becomes

$$
\begin{gather*}
\frac{R_{0}}{4 \mu}\left[\int_{0}^{1} \frac{v}{\sqrt{\left(1-v^{2}\right)}} F_{2}\left(R, R_{0}, i s v\right) d v+\int_{1}^{\infty} \frac{v}{i \sqrt{\left(v^{2}-1\right)}} F_{2}\left(R, R_{0}, i s v\right) d v\right] .  \tag{3.28}\\
\text { al }
\end{gather*}
$$
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Fig. S. Integration paths in the complex $\zeta$-plane.
Using the relations

$$
\begin{align*}
& H_{1}^{(1)}(i v)=-\frac{2}{\pi} K_{1}(v), \\
& H_{1}^{(2)}(i v)=\frac{2}{\pi} K_{1}(v)+2 i I_{1}(v),  \tag{3.29}\\
& H_{2}^{(1)}(i v)=\frac{2 i}{\pi} K_{2}(v), \\
& H_{2}^{(2)}(i v)=-2 I_{2}(v)-\frac{2 i}{\pi} K_{2}(v),
\end{align*}
$$

we have

$$
\begin{equation*}
F_{2}\left(R, R_{0}, i s v\right)=-\frac{4 i}{\pi}-K_{1}\left(s v R_{0}\right)\left\{I_{1}(s v R)+K_{1}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} . \tag{3.30}
\end{equation*}
$$

Therefore, the expression (3.28) becomes

$$
\begin{align*}
-\frac{i R_{0}}{\mu \pi} \int_{0}^{1} \frac{v}{\sqrt{\left(1-v^{2}\right)}} & K_{1}\left(s v R_{0}\right)\left\{I_{1}(s v R)+K_{1}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v-  \tag{3.31}\\
- & -\frac{R_{0}}{\mu \pi} \int_{i}^{\infty} \frac{v}{\sqrt{\left(v^{2}-1\right)}} K_{1}\left(s v R_{0}\right)\left\{I_{1}(s v R)+K_{1}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v .
\end{align*}
$$

The second part of $\tilde{u}_{\theta 1}(R, 0, s)$ is equal to

$$
\begin{equation*}
-\frac{R_{0}}{4 \mu} \int_{0}^{\infty}-\frac{\zeta}{\sqrt{\left(\zeta^{2}+1\right)}} F_{1}\left(R, R_{0} s \zeta\right) \mathrm{d} \zeta \tag{3.32}
\end{equation*}
$$

we draw cuts from $+i$ to $\infty+i$ and from $-i$ to $-\infty-i$ as shown in Fig.'(5b). A cut from the origin along the negative real axis is also drawn to make Hankel functions single valued.

Taking a quadrant of a large circular contour in the fourth quadrant (Fig. (Eb)) and noting that the poles of $F_{.2}\left(R, R_{0} s \zeta\right)$ lie outside the contour, the integral (3.32) takes the form

$$
\begin{equation*}
\frac{R_{0}}{4 \mu}\left[\int_{0}^{1} \frac{v}{\sqrt{\left(1-v^{2}\right)}} F_{1}\left(R, R_{0},-i s v\right) d v-\int_{i}^{\infty} \frac{v}{i \sqrt{\left(v^{2}-1\right)}} F_{1}\left(R, R_{0},-i s v\right) d v\right] . \tag{3.33}
\end{equation*}
$$

Using the relations

$$
\begin{align*}
& H_{1}^{(1)}(-i v)=\frac{2}{\pi} K_{1}(v)-2 i I_{2}(v), \\
& H_{1}^{(2)}(-i v)=-\frac{2}{\pi} K_{1}(v), \\
& H_{2}^{(1)}(-i v)=-2 I_{2}(v)+\frac{2 i}{\pi} K_{2}(v),  \tag{3.34}\\
& H_{2}^{(2)}(-i v)=+\frac{2}{i \pi} K_{2}(v),
\end{align*}
$$

the expression (3.33) becomes

$$
\begin{align*}
& \frac{i R_{0}}{\mu \pi} \int_{0}^{1} \frac{v}{\sqrt{\left(v^{2}-1\right)}} K_{1}\left(s v R_{0}\right)\left\{I_{1}(s v R)+K_{1}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v-  \tag{3.35}\\
&-\frac{R_{0}}{\mu \pi} \int_{0}^{\infty} \frac{v}{\sqrt{\left(v^{2}-1\right)}} K_{1}\left(s v R_{0}\right)\left\{I_{1}(s v R)+K_{1}(s v R) \begin{array}{l}
I_{2}(s v) \\
K_{2}(s v)
\end{array}\right\} d v .
\end{align*}
$$

Adding the relations (3.31) and (3.35), we obtain

$$
\begin{equation*}
\tilde{u}_{01}(R, o, s)=-\frac{2 R_{0}}{\mu \pi} \int_{1}^{\infty} \frac{v}{\sqrt{\left(v^{2}-\psi\right)}} K_{1}\left(s v R_{0}\right)\left\{I_{1}(s v R)+K_{1}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v \tag{3.36}
\end{equation*}
$$

Similarly, it can be shown that

$$
\begin{equation*}
\tilde{u}_{00}(R, o, s)=-\frac{2 R_{0}}{\mu \pi} \int_{1}^{\infty} \frac{v}{\sqrt{\left(v^{2}-1\right)}} K_{1}(s v R)\left\{I_{1}\left(s v R_{0}\right)+K_{1}\left(s v R_{0}\right) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} d v . \tag{3.36'}
\end{equation*}
$$

Laplace inversion of the relations (3.36) is now taken to obtain the displacement of points inside the source.
Therefore

$$
\begin{equation*}
u_{01}(R, o, \tau)=-\frac{1}{2 \pi i} \cdot \frac{2 R_{0}}{\mu \pi} \int_{B r} e^{r s} d s \int_{i}^{-\infty} \frac{v}{\sqrt{\left(v^{2}-\eta\right)}} \tilde{E}(s v) d v \tag{3.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{E}(s v)=K_{1}\left(s v R_{0}\right)\left\{Y_{1}(s v R)+K_{1}(s v R) \frac{I_{2}(s v)}{K_{2}(s v)}\right\} . \tag{3.38}
\end{equation*}
$$

${ }^{8}$

Introducing the change of variable $p=s v$, and changing the order of integration

$$
\begin{array}{r}
u_{01}(R, 0, \tau)=-\frac{2 R_{0}}{\mu \pi} \int_{i}^{\infty} \frac{1}{\sqrt{\left(v^{2}-1\right)}} d v\left[\frac{1}{2 \pi i} \int_{B r} e^{(\tau / v) p} \tilde{E}(p) d p\right]=  \tag{3.39}\\
\quad=-\frac{2 R_{0}}{\mu \pi} \int_{1}^{\infty} \frac{1}{\sqrt{\left(v^{2}-1\right)}} E(\tau / v) d v
\end{array}
$$

where $E(\tau / v)=\mathscr{L}^{-1}\{\tilde{E(p)}\}$.
We note that $\tilde{E}(p)$ possesses no poles and is analytic for $p>10$. It has a branch point at the origin and therefore a cut is drawn from the origin along the negative real axis of the complex $p$-plane in order to make $\tilde{E}(p)$ single valued.

Drawing a large semi-circular contour to the right of the Bromwich path $A B$ in the complex $p$-plane, we conclude that $E(\tau / v)=0$.if the integral

$$
\frac{1}{2 \pi i} \int_{B C^{\prime} A} \tilde{E}(p) e^{(\tau / v) p} d p=0
$$

over the semi-circular arc $B C^{\prime} A$ (Fig. 6).


Fig. 6. Laplace inversion contour.

Now

$$
\begin{align*}
& E(p)=-\frac{1}{2 \pi i} \int_{B C^{\prime} A} \tilde{E}(p) e^{(\tau / v) p} d p=  \tag{3.40}\\
& =-\frac{1}{2 \pi i} \int_{B C^{\prime} A} K_{1}\left(p R_{0}\right) I_{1}(p R) e^{(\tau / v) p} d p-\frac{1}{2 \pi i} \int_{B C^{\prime} A} K_{1}\left(p R_{0}\right) K_{1}(p R) \frac{I_{2}(p)}{K_{2}(p)} e^{(\tau / v) p} d p .
\end{align*}
$$

Since

$$
e^{(\tau / v) p} K_{1}\left(p R_{0}\right) I_{1}(p R) \sim \frac{1}{2 p \sqrt{R R_{0}}} e^{\left[\frac{\tau}{v}-\left(R_{0}-R\right)\right] p}
$$

and

$$
e^{(\tau / v p)} K_{1}\left(p R_{0}\right) I_{l}(p R) \frac{I_{2}(p)}{K_{2}(p)} \sim \frac{1}{2 p \sqrt{R R_{0}}} e^{\left[\frac{r}{v}-\left(R+R_{0}-2\right)\right] p} \quad \text { as } \quad|p| \rightarrow \infty
$$

then the first integral on the right hand side of Eq. (3.40) vanishes for $0<\tau / v<\left(R_{0}-R\right)$, whereas the second integral vanishes for $0<\tau / v<\left(R+R_{0}-2\right)$.

Therefore

$$
E(\tau / v)=\left\{\begin{array}{ccl}
0, & \text { for } & 0<\tau / v<\left(R_{0}-R\right)  \tag{3.41}\\
E^{D}(\tau / v), & \text { for } & \left(R_{0}-R\right)<\tau / v<\left(R+R_{0}-2\right) \\
E^{R}(\tau / v), & \text { for } & \left(R+R_{0}-2\right)<\tau / v
\end{array}\right.
$$

Where

$$
\begin{align*}
E^{D}(\tau / v) & =\mathscr{L}^{-1}\left[K_{1}\left(p R_{0}\right) I_{1}(R)\right], \\
E^{R}(\tau / v) & =\mathscr{L}^{-1}\left[K_{1}\left(p R_{0}\right) I_{1}(p R)+K_{1}\left(p R_{0}\right) K_{1}(p R) \frac{I_{2}(p)}{K_{2}(p)}\right] . \tag{3.42}
\end{align*}
$$

For value of $\tau / v$ lying in the range $\left(R-R_{0}\right)<\tau / v<\left(R+R_{0}-2\right)$

$$
\begin{equation*}
E(\tau / v)=E^{D}(\tau / v)=\frac{1}{2 \pi i} \int_{B_{r}} K_{1}\left(p R_{0}\right) I_{1}(p R) e^{(\tau / v) p} d p \tag{3.43}
\end{equation*}
$$

Therefore, putting $\tau / v=\left(R_{0}-R+y\right)$, where $y>0$

$$
E^{\mathrm{D}}\left(R_{0}-R+y\right)=\frac{1}{2 \pi i} \int_{B r}\left[K_{1}(p R) e^{p R_{0}}\right]\left[I_{1}(p R) e^{-p R}\right] e^{y p} d p
$$

From the Laplace inversion table [12], we find that

$$
\mathscr{L}^{-1}\left[K_{1}\left(p R_{0}\right) e^{p R_{0}}\right]=\frac{H(y)\left(y+R_{0}\right)}{R_{0}\left\{y\left(y+2 R_{0}\right)\right\}^{1 / 2}}
$$

and

$$
\mathscr{L}^{-1}\left[I_{1}(p R) e^{-p R}\right]=\frac{[H(y)-H(y-2 R)](R-y)}{\pi R\{y(2 R-y)\}^{1 / 2}} .
$$

So by the convolution theorem

$$
\begin{equation*}
E^{D}\left(R_{0}-R+y\right)=\int_{0}^{y} \frac{[H(\eta)-H(\eta-2 R)] H(y-\eta)(R-\eta)\left(y-\eta+R_{0}\right)}{\pi R R_{0}\left[\eta(2 R-\eta)(y-\eta)\left(y-\eta+2 R_{0}\right)\right]^{1 / 2}} d \eta \tag{3.44}
\end{equation*}
$$

For $\tau / v$ lying in the range $\left(R-R_{0}\right)<\tau / v<\left(R+R_{0}-2\right) \tau / v$ must be less than $\left(R+R_{0}\right)$, i.e. $y<2 R$.

Therefore we can write

So

$$
\begin{gather*}
-E^{D}\left(R_{0}-R+y\right)=\int_{0}^{y} \frac{(R-\eta)\left(y-\eta+R_{0}\right) d \eta}{\pi R R_{0}\left[\eta(2 R-\eta)(y-\eta)\left(y-\eta+2 R_{0}\right)^{1 / 2}\right.} . \\
E(\tau / v)=E^{D}(\tau / v)=\int_{0}^{\frac{\tau}{v}-\left(R_{0}-R\right)} \frac{(R-\eta)(\tau / v+R-\eta) \mathrm{d} \eta}{\pi R R_{0}\left[\eta(2 R-\eta)\left(\tau / v-R_{0}+R-\eta\right)\left(\tau / v+R_{0}+R-\eta\right)\right]^{1 / 2}} . \tag{3.45}
\end{gather*}
$$

For values of $\tau / v$ satisfying the condition $\tau / v>R+R_{0}-2$,

$$
\begin{equation*}
E(\tau / v)=E^{R}(\tau / v)=\frac{1}{2 \pi i} \int_{B r}\left\{K_{1}\left(p R_{0}\right) X_{1}(p R)+K_{1}\left(p R_{0}\right) K_{1}(p R) \frac{I_{2}(p)}{K_{2}(p)}\right\} e^{(\tau / p) p} d p \tag{3.46}
\end{equation*}
$$

This integral is equal to the integral along the large semi-circular arc on the left side of the Bromwich path $A B$ plus the integral on the two sides of the branch cut (Fig. 6). Since the integral-on the large semi-circular are vanishes, then Eq. (3.46) becomes

$$
\begin{equation*}
E(\tau / v)=\frac{1}{2 \pi i}\left[-\int_{0}^{\infty} \tilde{E}\left(\eta e^{i \pi}\right) e^{-(\tau / v) n} d \eta+\int_{0}^{\infty} \tilde{E}\left(\eta e^{-i \pi}\right) e^{-(\tau / v) n} d \eta\right] \tag{3.47}
\end{equation*}
$$

Using the relations

$$
I_{v}\left(\eta e^{ \pm i \pi}\right)=e^{ \pm i v \pi} I_{v}(\eta),
$$

and

$$
K_{\nu}\left(\eta e^{ \pm I \pi}\right)=e^{\mp i v \pi} K_{\nu}(\eta) \pm i \pi I_{\nu}(\eta)
$$

we obtain (for $\tau / v \cdot>R+R_{0}-2$ )

$$
\begin{equation*}
E(\tau / v)=E^{R}(\tau / v)=-\int_{0}^{\infty} \frac{U_{2}(R, \eta) U_{2}\left(R_{0}, \eta\right) e^{-(\tau / v) \eta}}{K_{2}^{2}(\eta)+\pi^{2} I_{2}^{2}(\eta)} \mathrm{d} \eta \tag{3.48}
\end{equation*}
$$

where

$$
U_{2}(x, \eta)=K_{2}(\eta) I_{1}(x, \eta)+I_{2}(\eta) K_{1}(x, \eta) .
$$

Substituting these values of $E(\tau / v)$ in Eq. (3.39), we obtain

$$
\begin{align*}
& u_{01}(R, 0, \tau)=-\frac{2 R_{0}}{\mu \pi}\left[\left\{H\left(t-\frac{r_{0}-r}{\beta}\right)-H\left(t-\frac{r+r_{0}-2 a}{\beta}\right) \int_{1}^{\frac{\tau}{R_{0}-R}} \frac{1}{\sqrt{v^{2}-1}} E^{D}(\tau / v) d v+\right.\right.  \tag{3.49}\\
& \left.+H\left(t-\frac{r+r_{0}-2 a}{\beta}\right)\left\{\int_{\frac{r}{R+R_{0}-2}}^{\frac{r}{R_{0}-R}} \frac{1}{\sqrt{v^{2}-1}} E^{D}(\tau / v) d v+\int_{i}^{\frac{r}{R+R_{0}-2}} \frac{1}{\sqrt{v^{2}-1}} E^{R}(\tau / v) d v\right\}\right],
\end{align*}
$$

where the values of $E^{D}(\tau / v)$ and $E^{R}(\tau / v)$ are given in Eqs. (3.45) and (3.48), respectively.
Similarly, taking the inverse Laplace transform of Eq. (3.36'), the displacement $u_{\theta 0}(R, 0, \tau)$ on the free surface outside the ring source can be derived and it is found that

$$
\left.\left.\begin{array}{l}
U_{\theta 0}(R, o, \tau)=-\frac{2 R_{0}}{\mu \pi}\left[\left\{H\left(t-\frac{r-r_{0}}{\beta}\right)-H\left(t-\frac{r+r_{0}-2 a}{\beta}\right)\right\} \int_{i}^{\frac{\tau}{R-R_{0}}} \frac{1}{\sqrt{\left(v^{2}-1\right)}} F^{D}(\tau / v) d v+\right.  \tag{3.49'}\\
\quad+H\left(t-\frac{r+r_{0}-2 a}{\beta}\right)\left\{\int_{\frac{\tau}{R+R_{0}-2}}^{\frac{\tau}{R-R_{u}}} \frac{1}{V^{2}-1} F^{D}(\tau / v) d v+\int_{i}^{\frac{R_{0}}{1}+2} \frac{1}{\sqrt{\left(v^{2}-1\right)}} F^{R}(\tau / v) \mathrm{d} v\right.
\end{array}\right\}\right],
$$

where $F^{R}(\tau / v)=E^{R}(\tau / v)$, and.

$$
\begin{equation*}
F^{D}(\tau / v)=\int_{0}^{\frac{\tau}{v}-\left(R-R_{0}\right)} \frac{\left(R_{0}-\eta\right)\left(\tau / v+R_{0}-\eta\right) d \eta}{\pi R R_{0}\left\{\eta\left(2 R_{0}-\eta\left(\tau / v-R+R_{0}-\eta\right)\left(\tau / v+R+R_{0}-\eta\right)\right\}^{1 / 2}\right.} \tag{3.50}
\end{equation*}
$$

First, the integrals of Eqs. (3.49) are the displacements due to a direct wave from the ring source before the arrival of the waves reflected from the wall of the cylindrical cavity. The last two integrals together give the displacement after the arrival of the reflected wave.

In order to obtain the response in the vicinity of the SH-wave front, we consider the displacement profile immediately behind the direct outgoing SH-wave. Accordingly, we shall have to study the first integral of Eq. (3.49') because it gives the response of the direct SH-wave before the arrival of the reflected wave front.

Let $R_{s}=R_{0}+\tau$ and $R_{s}^{-}=R_{s}--\varepsilon R_{0}$ where $R_{s}$ and $R^{-}$denote points at and immediately behind the SH-wave front, respectively, $\boldsymbol{\epsilon}_{i}$ is a small positive quantity.

Then

$$
\begin{equation*}
\frac{\tau}{R_{s}-R_{0}}=1 \tag{3.51}
\end{equation*}
$$

and

$$
\frac{\tau}{R_{s}^{-}-R_{0}}=\left(1+\frac{\varepsilon R_{0}}{\tau}\right)=q(\tau) .
$$

Substituting these values in the first integral of Eq. 3.49ね, we obtain

$$
u_{00}\left(R_{s}, o, \tau\right)=0,
$$

and

$$
u_{\theta 0}\left(R_{s}^{-}, o, \tau\right)=-\frac{2 R_{0}}{\mu \pi} \int_{1}^{q(\tau)} \frac{1}{\sqrt{(v-1)}}\left\{\frac{1}{\sqrt{v+1}} \cdot F^{\mathrm{D}}\left(\overline{R_{s}}, R_{0}, \tau / v\right)\right\} d v .
$$

Therefore, we can write

$$
\begin{equation*}
u_{00}\left(R_{s}^{-}, 0, \tau\right)=-\frac{2 R_{0}}{\mu \pi} \int_{i}^{q(\tau)} \frac{1}{\sqrt{v-1}} V(v) d v, \tag{3.52}
\end{equation*}
$$

where $V(v)$ is an analytic portion of the integrand. For small values of $\varepsilon$ expanding $V(v)$ by the Taylor's series about the point $v=1$ and integrating term by term, we obtain

$$
\begin{equation*}
u_{\theta 0}\left(R_{s}^{-}, o, \tau\right) \simeq-\frac{4 R}{\mu \pi} V(1)\left(\frac{R_{0}}{\tau}\right)^{1 / 2} s^{1 / 2}=A \varepsilon^{1 / 2} \quad(\mathrm{say}) \tag{3.53}
\end{equation*}
$$

where $A$ is a constant.
It therefore follows that the displacement component is continuous i.e. there is no jump in displacement across the direct SH-wave front.

Next, in order to consider the behaviour of response just under the ring source, it should be remembered that the integral representations of transformed displacements given by Eqs. (3.36) were derived from Eqs. (3.26) assuming that $R \neq R_{0}$. For $R=R_{0}$ the integrals along large quarter circles in the first and fourth quadrants should be reexamined. In this case it is found that though the contributions from the integrals along large circular arcs in the first and fourth quadrants are not separately zero, but the combined sum of the integrals along the large arcs in the first and fourth quadrants of the $\zeta$-plane (Fig. 5 F and $\overline{\mathrm{B}}$ ) vanishes. So the transformed displacements for $R=R_{0}$ are also given by Eqs. (3.36). Making $R \rightarrow R_{0} \pm$, it can easily by shown by help of Eqs. (3.36) that the displacement has no jump discontinuity accross the ring source.

Therefore, in order to derive the nature of the displacement as $R \rightarrow R_{0}$, any one of the relations (3.49) may be studied. Consider, for example, the displacement at field points outside the source given by (3.49'). As $R \rightarrow R_{0}$, the upper limit of integration $\tau /\left(R-R_{0}\right) \rightarrow \infty$.

Further, as

$$
\begin{gather*}
v \rightarrow \frac{\tau}{R-R_{0}} \rightarrow \infty, \\
\frac{1}{\sqrt{\left(v^{2}-1\right)}} \rightarrow \frac{1}{v} \tag{3.54}
\end{gather*}
$$

and

$$
\begin{equation*}
F^{D}(\tau / v) \rightarrow \frac{1}{2 R_{0}} . \tag{3.54'}
\end{equation*}
$$

Thus, from Eq. (3.49')

$$
\begin{equation*}
\lim _{R \rightarrow R_{0}} u_{\theta 0}(R, o, \tau)=-\frac{2 R_{0}}{\mu \pi} \int_{N}^{\frac{\tau}{R-R_{0}}} \frac{1}{v} \cdot \frac{1}{2 R_{0}} d v+\text { a finite quantity } \tag{3.55}
\end{equation*}
$$

where $N$ is large.
The integral is found to contribute a logarithmic singularity to the displacement just on the ring source.

Case 2. In this case the problem considered is the same in all respects with the first, except that the cavity of the radius $a$ has been replaced by a rigid cylindrical inclusion of the same radius. The cylindrical inclusion being in welded contact with the elastic halfspace, there is no relative displacement at the interface. In this case, the condition on the cylindrical boundary is $u_{\theta}=0$ on $r=a$.
In order to solve this problem, we take the solution in this form:

$$
\begin{equation*}
\tilde{u}_{0}(R, Z, s)=\int_{0}^{\infty}\left[A_{2}(\gamma) J_{1}(\gamma R)+B_{2}(\gamma) Y_{1}(\gamma R)\right] e^{-\sqrt{\gamma^{2}+s^{2}} z} d \gamma, \tag{3.56}
\end{equation*}
$$

where $\tilde{u}_{\theta}(R, Z, s)$ is the Laplace transform of $u_{\theta}(R, Z, t)$ with respect to $t$. Now, using the boundary condition

$$
\tilde{u}_{\theta}=0 \quad \text { on } \quad R=1,
$$

we have

$$
\begin{equation*}
B_{2}(\gamma)=-A_{2}(\gamma) \frac{J_{1}(\gamma)}{Y_{1}(\gamma)} \tag{3.57}
\end{equation*}
$$

so $\tilde{u}_{0}$ becomes

$$
\begin{equation*}
\tilde{u}_{\theta}(R, Z, s)=\int_{0}^{\infty} A^{1}(\gamma)\left[J_{1}(\gamma R) Y_{1}(\gamma)-J_{1}(\gamma) Y_{1}(\gamma R)\right] e^{-\sqrt{\gamma^{2}+s^{2}} z} d \gamma, \tag{3.58}
\end{equation*}
$$

where

$$
A^{1}(\gamma)=\frac{A_{2}(\gamma)}{Y_{1}(\gamma)} .
$$

Therefore, the transformed stress component on the free surface $Z=0$ is

$$
\begin{equation*}
\bar{\tau}_{\theta z}(R, o, s)=-\frac{\mu}{a} \int_{0}^{\infty} A^{1}(\gamma) \sqrt{\gamma^{2}+s^{2}} C_{1}(\gamma R) d \gamma \tag{3.59}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{1}(\gamma R)=J_{1}(\gamma R) Y_{1}(\gamma)-J_{1}(\gamma) Y_{1}(\gamma R) \tag{3.60}
\end{equation*}
$$

$\tau_{\theta z}(R, 0, s)$ should be equal to $\frac{1}{a s} \delta\left(R-R_{0}\right)$. In this case, the required integral representation of the delta function can be obtained from the following expansion formula given by Titchmarsh [11]: .

$$
\begin{equation*}
f(r)=\int_{0}^{\infty} \frac{\zeta\left[J_{1}(\zeta r) Y_{1}(\zeta a)-J_{1}(\zeta a) Y_{1}(\zeta r)\right]}{J_{1}^{2}(\zeta a)+Y_{1}^{2}(\zeta a)} d \zeta \int_{a}^{\infty} \xi f(\xi)\left[J_{1}(\zeta \xi) Y_{1}(\zeta a)-J_{1}(\zeta a) Y_{1}(\zeta \xi)\right] d \xi \tag{3.61}
\end{equation*}
$$

where $f(r)$ is a suitably restricted arbitrary function.
Putting

$$
\begin{aligned}
& f(r)=\delta\left(r-r_{0}\right), \\
& f(\xi)=\delta\left(\xi-r_{0}\right), \quad \text { where } \quad r_{0}>a>0
\end{aligned}
$$

we get

$$
\begin{equation*}
\delta\left(r-r_{0}\right)=r_{0} \int_{0}^{\infty} \frac{\zeta\left[J_{1}(\zeta r) Y_{1}(\zeta a)-J_{1}(\zeta a) Y_{1}(\zeta r)\right]\left[J_{1}\left(\zeta r_{0}\right) Y_{1}(\zeta a)-J_{1}(\zeta a) Y_{1}\left(\zeta r_{0}\right)\right]}{J_{1}^{2}(\zeta a)+Y_{2}^{2}(\zeta a)} d \zeta \tag{3.62}
\end{equation*}
$$

Now putting, $\frac{r}{a}=R, \frac{r_{0}}{a}=R_{0}, \zeta a=\gamma$, we have

$$
\delta\left(R-R_{0}\right)=R_{0} \int_{0}^{\infty} \frac{\gamma\left[J_{1}(\gamma R) Y_{1}(\gamma)-J_{1}(\gamma) Y_{1}(\gamma R)\right]\left[J_{1}\left(\gamma R_{0}\right) Y_{1}(\gamma)-J_{1}(\gamma) Y_{1}\left(\gamma R_{0}\right)\right]}{J_{1}^{2}(\gamma)+Y_{1}^{2}(\gamma)} d \gamma
$$

so by the relation (3.60)

$$
\begin{equation*}
\delta\left(R-R_{0}\right)=R_{0} \int_{0}^{\infty} \frac{\gamma C_{1}(\gamma R) C_{1}\left(\gamma R_{0}\right)}{J_{1}^{2}(\gamma)+Y_{1}^{2}(\gamma)} d \gamma \tag{3.63}
\end{equation*}
$$

This result can also be obtained by the following technique already developed in Sect. 2 of this paper.

Now, we find the value of $A^{1}(\gamma)$ as

$$
\begin{equation*}
A^{1}(\gamma)=\frac{R_{0}}{\mu S} \frac{\gamma C_{1}\left(\gamma R_{0}\right)}{\sqrt{\gamma^{2}+s^{2}}} \frac{1}{J_{1}^{2}(\gamma)+Y_{1}^{2}(\gamma)} \tag{3.64}
\end{equation*}
$$

Therefore $\tilde{u}_{\theta}$ becomes

$$
\begin{equation*}
\tilde{u}_{0}(R, o, s)=\frac{R_{0}}{\mu s} \int_{0}^{\infty} \frac{\gamma C_{1}(\gamma R) C_{1}\left(\gamma R_{0}\right)}{\sqrt{\gamma^{2}+s^{2}}\left\{J_{1}^{2}(\gamma)+Y_{1}^{2}(\gamma)\right.} d \gamma . \tag{3.65}
\end{equation*}
$$

Carrying on a similar procedure as followed to obtain the displacement in the case 1 , we find that in this case

$$
\begin{align*}
& u_{01}(R, o, \tau)=\frac{2 R_{0}}{\mu \tau}\left[\left\{H\left(t-\frac{r_{0}-r}{\beta}\right)-H\left(t-\frac{r+r_{0}-2 a}{\beta}\right)\right\} \int_{1}^{\frac{\tau}{R_{0}-R}} \frac{1}{\sqrt{v^{2}-1}} E^{\mathrm{D}}(\tau / v) d v+\right.  \tag{3.66}\\
& \left.+H\left(t-\frac{r+r_{0}-2 a}{\beta}\right)\left\{\begin{array}{l}
\frac{\tau}{R_{0}-R} \\
\int_{\tau}^{R+R_{0}-2} \\
\sqrt{v^{2}-1}
\end{array} E^{D}(\tau / v) d v+\ldots \int_{1}^{\frac{\tau}{R+R_{0}-2}} \frac{1}{\sqrt{v^{2}-1}} E(\tau / v) d v\right\}\right]
\end{align*}
$$

:and
(3.67)

$$
\begin{aligned}
& u_{\theta 0}(R, o, \tau)=\frac{2 R_{0}}{\mu \pi}\left[\left\{H\left(t-\frac{r-r_{0}}{\beta}\right)-H\left(t-\frac{r+r_{0}-2 a}{\beta}\right)\right\} \int_{i}^{\frac{\tau}{R-R_{0}} \cdot} \frac{1}{\sqrt{v^{2}-1}} F^{D}(\tau / v) d v+\right. \\
& \left.+H\left(t-\frac{r+r_{0}-2 a}{\beta}\right)\left\{\int_{\frac{\tau}{R+R_{n}-2}}^{\int_{v^{2}}^{R-1}} \frac{1}{\sqrt{R_{0}}} F^{o}(\tau / v) d v+\int_{1}^{\frac{\tau}{R-R_{0}+2}} \frac{1}{\sqrt{v^{2}-1}} F_{1}^{R}(\tau / v) d v\right\}\right],
\end{aligned}
$$

-where $E^{D}(\tau / v)$ and $F^{D}(\tau / v)$ are (respectively) given by Eqs. (3.45) and (3.50) and

$$
\begin{equation*}
E_{1}^{R}(\tau / v)=F_{1}^{R}(\tau / v)=-\int_{0}^{\infty} \frac{U_{1}(R, \eta) U_{1}\left(R_{0}, \eta\right) e^{-\left(\frac{\tau}{v}\right) \eta}}{K_{1}^{2}(\eta)+\pi^{2} I_{1}^{2}(\eta)} d \eta \tag{3.68}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{1}(x, \eta)=K_{1}(\eta) I_{1}(x \eta)-I_{1}(\eta) K_{1}(x \eta) \tag{3.69}
\end{equation*}
$$
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## Streszczenie

## SPEKTRALNA REPREZENTACJA PEWNEJ KLASY SAMOSPRZEZONYCH OPERATORÓW ROŻNICZKOWYCH I JEJ ZASTOSOWANIE DO OSIOWO-SYMETRYCZNYCH ZAGADNIEŃ BRZEGOWYCH W ELASTODYNAMICE

Praca jest pröbą znalezienia zamkniętej postaci osiowo-symetrycznej dynamicznej funkcji Greena typu SH dla izotropowej jednorodnej liniowej półprzestrzeni sprężystej, zawierajacej cylindryczny otwór kolowy prostopadly do brzegu pólprzestrzeni. Rozważono dwa przypadki: pierwszy odpowiada swobodnemu od obciażeń brzegowi cylindrycznemu oraz nagle przylożonemu osiowo-symetrycznemu obciążeniu stycznemu, które jest skupione na konturze pewnego koła w. plaszczyźnie brzegu pólprzestrzeni; drugi odpowiada utwierdzonemu brzegowi otworu oraz obciazzeniu takiemu jak w przypadku pierwszym. Stosując pewna calkowa reprezentację celowo-symetrycznego obciążenia dla rozważanego ciala oraz technike transformacji Laplace'a, podano zamkniętą postać funkcji Greena tylko na brzegu pólprzestrzeni. Przeprowadzono też analizę jakościowa tej postaci w otoczeniu pewnego kolowego frontu falowego.
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## СПЕКТРАЛЬНОЕ ПРЕДСТАВЛЕНИЕ НЕКОТОРОГО КЛАССА САМОСОПРЯЖЕННЫХ ДИФФЕРЕНЦИАЛЬНЫІХ ОПЕРАТОРОВ И ЕГО ПРИМЕНЕНИЕ К ОСЕСИММЕТРИЧНЫМ КРАЕВЫМ ЗАДАЧАМ В ЭЛАСТОДИНАМИКЕ

Работа является попыткой нахождения замкнутого вида осесимметричной динамической функции Грина тила SH для изотропнового однородного линейного уиругого полупространства, содержавшего цилиндрическое круговое отверстие перпедикулярное к граниды полупространства. Рассмотрены два случая: первый отвечает свободному от нагрузок крало цилиндрического отверствия и внезапно приложениой осесимметричной касательной нагрузке, которая сосредоточена на контуре некоторого круга в плоскости границы полупространства, второй отвечает закрепленному краю отверстия и нагрузке такой как в первом случае.

Примеиля некоторое интегральное представление осесимметричной нагрузки для рассматриваемого тела и технику преобразования Лапласа, приведен замнутый вид функции Грина только на границе полупространства. Проведен тоже качественный анализ этого вида в окрестности некоторого кругового волнового фронта.

# WAVES IN A SEMI-INFINITE ELASTIC MEDIUM DUE TO AN EXPANDING ELLIPTIC RING SOURCE ON THE FREE SURFACE. 
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An elliptic ring load emanating from the origin of co-ordinates at $t=0$ is assumed to expand on the free-surface of an elastic half-space. The rates of increase of the major and minor axes of the ellipse are assumed to be equal to $a$ and $b$ respectively. The displacement at points on the free-surface has been derived in integral form by Cagniard-de Hoop technique. Displacement jumps across different wave fronts have also been derived.

## 1. Introduction

Since Lamb's original study of the elastic wave produced by a time-dependent point force acting normally to the surface of an elastic half-space, many authors have elaborated on his work. Aggarwal and Ablow ${ }^{1}$ discussed the exact solution of a class of half-space pulse propagation problems generated by impulsive sources. Gakenheimer and Miklowitz' used a modification of Cagniard's method ${ }^{3}$ to discuss the disturbance created by a moving point load. In case of finite sources, the most widely discussed model is that of a circular ring or disc load. Mitra ${ }^{7}$, Tupholme ${ }^{11}$ and Roy ${ }^{9}$ have studied the various aspects of the same problem. Elastic waves due to uniformly expanding disc or ring loads on the free surface of a semi-infinite medium have been studied extensively by Gakenheimer ${ }^{5}$. The axisymmetric problem of the determination of the displacement due to a stress discontinuity over a uniformly expanding circular region at a certain depth below the free surface has been studied by Ghosh ${ }^{6}$.

However exact evaluation of the displacement field for finite source other than the circular model does not seem to have been attempted much in the literature. Burridge and Willis ${ }^{2}$ obtained a solution for radiation from a growing clliptical crack in an anisotropic medıum. The problem of an elliptical shear crack growing in prestressed medium has been solved by Richards ${ }^{8}$ by the Cagniard-de Hoop Method. Roy ${ }^{10}$ also attempted the same technique to solve the problem of elastic wave propagation due to prescribed normal stress over an elliptic area on the free surface of an elastic halfspace.

In our problem, we have considert $d$ the propagation of elastic waves due to an expanding elliptical ring load over the free surface of a semi-infinite medium. The
expression for displacement at points on the free surface has been derived in integral from by the application of Cagniard-de Hoop technique for different values of the rate of increase of the major and minor axes of the elliptic ring source. The displacement jumps across the different wave fronts have also been derived.

## 2. Formulation of the Problem and its Solfution

Let an elliptic ring load $P$ acting normal to the surface of an elastic half-space emanating from the origin of co-ordinates expand in such a way that the rates of increase of the major and minor axes of the ellipse are $a$ and $b$ respectively, $a$ and $b$ being constants. Major and minor axes of the ellipse are taken to coincide with the $x$ and $y$-axes of co-ordinates where as $z$-axis is taken vertically downwards into the medium (Fig.1).


Fig. 1. Geometry of the Problem.
Thus we have on $z=0$

$$
\begin{align*}
& \tau_{x x}=-\frac{P \delta t-\left(x^{2} a^{-2}+y^{2} b^{-2}\right)^{2 / 2}}{\left(x^{2} a^{-2}+y^{2} b^{-2}\right)^{1 / 2}}  \tag{1}\\
& \tau_{x x}=\tau_{y x}=0
\end{align*}
$$

where $P$ is constant and $\delta$ is the Dirac delta function.
The displacement field inside the elastic medium ( $z>0$ ) is given interms of potentials $\phi$ and $\psi$ as

$$
u=\nabla \phi+\nabla \times \nabla \times\left(\mathrm{e}_{2} \dot{\square}\right)
$$

where

$$
\begin{equation*}
\nabla^{2} \phi=\frac{1}{c_{2}} \frac{\partial^{2} \phi}{\partial t^{2}}, \nabla^{2} \psi=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \psi}{\partial t^{2}} \tag{2}
\end{equation*}
$$

$\mathbf{e}_{x}, \mathbf{e}_{y}, \mathbf{e}_{z}$ are unit vectors along co-ordinate axes and $c_{d}$ and $c_{s}$ are the $p$ - and $s$-wave velocities of the medium.

In order to obtain solutions of wave equations (2), we introduce Laplace transform with respect to $t$ and denote it by bar and also introduce bilateral Fourier transform with respect to $x$ and $y$ to supress the time parameter $t$ and the $x, y$ space co-ordinates. Taking Laplace transform with respect to $t(-)$ and also bilateral Fourier transform with respect to $x$ and $y(\cong)$, the transformed boundary conditions are

$$
\begin{equation*}
\cong \tau_{z z}^{\cong}=-\frac{P a b}{\left(a^{2} \xi^{2}+b^{2} \eta^{2}+s^{2}\right)^{1 / 2}}, \xlongequal[\tau_{x z}]{\cong} \cong=0 \tag{3}
\end{equation*}
$$

Then satisfying the transformed boundary conditions (3) and performing the inverse Fourier transform, the Laplace transformed displacement field can be written as

$$
\begin{align*}
& \bar{u}_{J}(x, y, z, s)=\bar{u}_{j d}(x, y, z, s)+\bar{u}_{s}(x, y, z, s)  \tag{4}\\
& \text { for } j=x, y, z
\end{align*}
$$

where

$$
\begin{gather*}
\bar{u}_{j \alpha 1}(x, y, z, s)=1 / 2 \pi \mu \int_{-\infty}^{\infty} \int_{\infty}^{\infty} F_{j \alpha_{1}}(\xi, \eta, s) \exp \left[\zeta_{\alpha} z+i(\xi x+\eta y)\right] d \xi d \eta \\
\text { for } \alpha_{1}=d, s \tag{5}
\end{gather*}
$$

and

$$
\begin{align*}
& F_{x d}(\xi, \eta, s)=-i \xi \zeta_{0} G, \quad F_{x_{s}}(\xi, \eta, s)=2 i \xi \zeta_{d} \zeta_{s} G, \\
& F_{y d}(\xi, \eta, s)=-i \eta \zeta_{0} G, \quad F_{y z}(\xi, \eta, s)=2 i \eta \zeta_{d} \zeta_{s} G, \\
& F_{x d}(\xi, \eta, s)=\zeta_{d} \zeta_{0} G, F_{x s}(\xi, \eta, s)=-2\left(\xi^{2}+\eta^{2}\right) \zeta_{d} G, \\
& G=\overline{\left(s^{2}+r^{2}\right)} \overline{)^{1 / 2} T}, T=\zeta_{0}^{2}-4 \zeta_{d} \zeta_{s}\left(\xi^{2}+\eta^{2}\right)  \tag{6}\\
& r^{2}=a^{2} \xi^{2}+b^{2} r_{1}^{2}, \\
& \zeta_{d}=\left(\xi^{2}+\eta^{2}+k_{d}^{2}\right)^{2} l^{2}, \zeta_{s}=\left(\xi^{2}+\eta^{2}+k_{s}^{2}\right)^{1 / 2}, \\
& \zeta \\
& \zeta_{0}=k_{s}^{2}+2\left(\xi^{2}+\eta^{2}\right), \quad k_{d}=\frac{s}{c_{d}}, k_{s}=\frac{s}{c_{s}} .
\end{align*}
$$

Now the De-Hoop transformation,

$$
\begin{equation*}
\xi=s / c_{d}(q \cos \theta-w \sin \theta), r_{1}=s / c_{d}(q \sin \theta+w \cos \theta) \tag{7}
\end{equation*}
$$

where $\theta=\tan ^{-1} y / x$.
is applied into (5). The Laplace transformed displacement field (5) can be written as

$$
\left.\begin{array}{rl}
\bar{u}_{j \alpha_{1}}(R, Z, s) & =1 / 2 \pi \mu
\end{array} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F_{j \alpha 1}(q, w, s) \exp \left[-s / c_{d}\left(m_{\alpha} Z-i q R\right)\right]\right] .
$$

where

$$
\begin{align*}
& F_{x d}(q, w, s)=-\frac{i \operatorname{Pab}(q \cos \theta-w \sin \theta) m_{0}}{s . s / c_{d}\left(E_{1}+0\right)^{1 / 2} . N}, \\
& F_{x_{s}}(q, w, s)=\frac{2 i \operatorname{Pab}(q \cos \theta-w \sin \theta) m_{d} m_{s}}{s . s / c_{d}\left(E_{1}+0\right)^{1 / r^{2}} . N .}, \\
& F_{y d}(q, w, s)=-\frac{i \operatorname{Pab}(q \sin \theta+w \cos \theta) m_{0}}{s . s / c_{d}\left(E_{1}+0\right)^{1,2} . N .} \\
& F_{y_{s}}(q, w, s)=\frac{2 i \operatorname{Pab}(q \sin \theta+w \cos \theta) m_{d} m_{s}}{s . s / c_{d}\left(E_{1}+0\right)^{1 / 2} \cdot N .}, \\
& F_{z d}(q, w, s)=\frac{P a b m_{d} m_{0}}{s . s / c_{d}\left(E_{1}+0\right)^{1 / 2} . N .}, \\
& F_{z_{s}}(q, w, s)=\frac{-2 \operatorname{Pab}\left(q^{2}+w^{3}\right) m_{d}}{s . s / c_{d}\left(E_{1}+0\right)^{1 / 2} \cdot N .}, \\
& \begin{array}{ll}
m_{d}=\left(q^{2}+w^{2}+1\right)^{1 / 2}, & m_{s}=\left(q^{2}+w^{2}+l^{2}\right)^{1 / 2} \\
m_{0}=l^{2}+2\left(q^{2}+w^{2}\right), & N=m_{0}^{2}-4 m_{d} m_{s}\left(q^{2}+w^{2}\right),
\end{array} \\
& E_{1}=\left(1+q^{2} D+w^{2} F\right), \quad D=\frac{a^{2}}{c_{u}^{2}} \cos ^{2} \theta+\frac{b^{2}}{c_{d}^{2}} \sin ^{2} \theta, \\
& F=\frac{a^{2}}{c_{d}^{2}} \sin ^{2} \theta+\frac{b^{2}}{c_{d}^{2}} \cos ^{2} \theta, 0=-2 q^{w} \sin \theta \cos \theta\left(a^{2}-b^{2}\right) / c_{d}^{2}, \\
& l=c_{d} / c_{s} \text { and } R^{2}=x^{2}+y^{2} . \tag{9}
\end{align*}
$$

For mathematical simplicity we confine our attention to the derivation of the displacement field at any point on the $x z$-plane. Obviously the displacement at any point on any plane through the $z$-axis can then easily be visualized. Accordingly in order to obtain the displacement at any point on the $x z$-plane, we put $\theta=0$ in (8) which then takes the form

$$
\begin{equation*}
\bar{u}_{j \alpha_{1}}(x, z, s)=\frac{P a b}{2 \pi \mu c_{d}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \operatorname{Re}\left[K_{j \alpha_{1}}(q, w) e^{-\frac{s}{c_{d}}\left(m_{\alpha} z-i q x\right)}\right] d q d w \tag{10}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
K_{x d}(q w)=-\frac{i q m_{0}}{E^{1 / 2} \cdot N}, K_{x_{s}}(q, w)=\frac{2 i q m_{d} m_{s}}{E^{1 / 2} \cdot N .}, \\
K_{y d}(q, w)=-\frac{i w m_{0}}{E^{1 / 2} \cdot N}, K_{y_{s}}(q, w)=\frac{2 i w m_{d} m_{s},}{E^{1 / 2} \cdot N .} \\
K_{z d}(q, w)=\frac{m_{d} m_{0}}{E^{1 / 2} \cdot N}, K_{z_{s}}\left(q, w^{*}\right)=-\frac{2 m_{d}\left(q^{2}+w^{*}\right)}{E^{1 / 2} \cdot N}, \tag{11}
\end{array}\right\}
$$

and

$$
E=1 / c_{d}^{2}\left(c d^{2}+a^{2} q^{2}+b^{2} w^{2}\right)
$$

## 3. Dilatational Contribution

From (10) $\bar{u}_{z d}$ is converted to the Laplace transform of a known function by mapping $1 / c_{d}\left(m_{d} z-i q x\right)$ into $t$ through a contour integration in a complex $q$-plane.

The singularities of the integrand of $\bar{u}_{z d}$ are branch points at

$$
\begin{align*}
& q=S_{d}^{ \pm}= \pm i\left(w^{2}+1\right)^{1^{2}}, \dot{q}=S_{d}^{ \pm}= \pm i\left(w^{2}+l^{2}\right)^{1 / 2} \\
& q=S_{c}^{ \pm}= \pm i \frac{\left(w^{2} b^{2}+\frac{\left.c_{d}^{2}\right)^{1 / 2}}{a}\right.}{} \tag{12}
\end{align*}
$$

and the poles at

$$
q=S_{R}^{ \pm}= \pm i\left(w^{2}+\gamma_{R}^{2}\right)^{1 / 2}
$$

The poles at $q=S_{R}^{ \pm}$correspond to the zeros of the Rayleigh function $N$, where $\gamma_{R}=c_{d} / c_{R}$ and $c_{R}$ is the Rayleigh surface wave speed. The contours of integration in the $q$-plane are shown in Fig. $2(a, b, c)$ which also show the positions of singularities lying in the upper half of the $q$-plane.

Since the positions of the singularities and the transformed cottour of integration depend on different values of $a$ and $b$, three different cases arise for the evaluation of $u_{z d}$.
(a) Case $a>b>C_{d}$.

The $q$-plane for $a>b>C_{d}$ is shown in Fig. 2 (a). The contour $q=q_{d}^{ \pm}$in the $q$-plane, is found by solving

$$
\begin{equation*}
t=1 / C_{d}\left(m_{d} Z-i q x\right) \tag{13}
\end{equation*}
$$


for $q$, where $t$ is real, we get

$$
\begin{equation*}
q=q_{d}^{ \pm}=i \sin \phi \pm\left(\tau^{2}-\tau_{w d}^{2}\right)^{1 / 2} \cos \phi \tag{14}
\end{equation*}
$$

for

$$
\begin{equation*}
\tau>\tau_{w d} \text {, where } \tau_{w d}=\left(w^{2}+1\right)^{1 / 2}, \tau=c_{d} t / \rho \tag{15}
\end{equation*}
$$

and ( $\rho, \phi$ ) are the polar coordinates in the $x z$-plane as shown in Fig. 1. Equations (14) define one branch of a hyperbola with vertex at $q=i\left(w^{2}+1\right)^{1 / 2} x / \rho$, which is parametrically described by the dimensionless time parameter $\tau$ as $\tau$ varies from $\mathrm{ind}_{\mathrm{nd}}$ towards infinity.

As shown in Fig. 2 (a), the contour of integration has two possible configurations in the $q$-plane, depending upon $\phi$ and $w$.

For the case (1) given by :

$$
\text { Case (1): } \phi<\phi_{d a} \text { and } 0<\omega<\infty
$$

or

$$
\begin{equation*}
\phi_{d a}<\phi<\phi_{b a} \text { and } w_{d a}<w<\infty \tag{16}
\end{equation*}
$$

where $\phi_{d a}=\sin ^{-1} C_{a} / a, \phi_{b a}=\sin ^{-1} b / a$
and

$$
\begin{equation*}
w_{d \mathrm{a}}=\left(\frac{C_{d}^{2}-a^{2} \sin ^{2} \phi}{a^{2} \sin ^{2} \phi-b^{*}} \cdot\right)^{1,2} \tag{17}
\end{equation*}
$$

the vertex of the path $=q_{d}^{ \pm}$does not lie on the branch cuts and hence the path of integration contour is simply $q=q_{d}^{ \pm}$and is denoted by $I$.

But for the case (2) given by :
Case (2): $\phi_{d a}<\phi<\phi_{b a}$ and $0<w<w_{d a}$

$$
\begin{equation*}
\text { or } \phi>\phi_{b a} \text { and } 0<w<\infty \tag{18}
\end{equation*}
$$

the vertex of the path $q=q_{d}^{ \pm}$lies on the branch cut between the branch points $q=S_{c}^{+}$ and $q=S_{d}^{+}$. Hence the integration contour is given by $q=q_{d}^{ \pm}$for $\tau>\tau_{w d}$ which is denoted by II, plus $q=q_{d a}=i \tau \sin \phi-i\left(\tau_{d w^{-}}^{2}-\tau^{2}\right)^{1 / 2} \cos \phi$ for $\tau_{w d a}<\tau<\tau_{w d}$, where

$$
\begin{align*}
\tau_{w d a}= & \frac{1}{a}\left[\left\{w^{2}\left(a^{2}-b^{2}\right)+\left(a^{2}-C_{d}^{2}\right)\right\}^{1 / 2}\right. \\
& \left.\times \cos \phi+\left(w^{2} b^{2}+C_{d}^{2}\right)^{1 / 2} \sin \phi\right] \tag{20}
\end{align*}
$$

Transferring the path of integration from the real $q$-axis to the Cagniard's-path we obtain

$$
\begin{align*}
& \dot{\bar{u}}_{z d}(\rho, \phi, s)=\frac{2 P a b}{\pi \mu C_{d}}\left[\int_{0}^{\infty} \int_{t_{w d}}^{\infty} \operatorname{Re}\left[k_{z d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] e^{-s t d t d w}\right. \\
& \quad+H\left(\phi_{b a}-\phi\right) A\left(\phi-\phi_{d a}\right) \int_{0}^{w_{d a}} \int_{i_{w d a}}^{i_{w d}} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] e^{-s t} d t d w \\
& \left.\quad+H\left(\phi-\phi_{b a}\right) \int_{0}^{\infty} \int_{w d a}^{\prime w d} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] e^{-s t} d t d w\right] \quad \ldots(21) \tag{21}
\end{align*}
$$

where $t_{w d}=\rho / C_{d} \tau_{w d}$ and $t_{w d a}=\rho / C_{d} \tau_{w d a}$. The first term of (21) is the contribution from $q_{d}^{ \pm}$and the second and third terms are the contributions from $q_{d q}$.

Now interchanging the order of integration in (21) and inverting the Laplace transform, we find that

$$
\begin{aligned}
& u_{z d}(\rho, \phi, \tau)= \frac{2 P a b}{\pi \mu C_{d}}\left[H(\tau-1) \int_{0}^{\tau_{d}} \operatorname{Re}\left[k_{x d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] d w\right. \\
&+H\left(\phi-\phi_{d a}\right) H\left(\phi_{b d}-\phi\right) H\left(\tau-\tau_{d a}\right) H\left(\tau_{d a}^{\prime}-\tau\right) \\
&(\text { equasion continued oup. 655) }
\end{aligned}
$$

$$
\begin{gather*}
\times \int_{A_{d a}^{c}}^{T_{d a}} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right)-\frac{d q_{d a}}{d t}\right] d w \\
+H\left(\phi-\phi_{b_{a}}\right) H\left(\tau-\tau_{d a}\right) \\
\left.\times \int_{A_{d a}}^{T_{d a}} R_{e}\left[k_{x d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w\right]
\end{gather*}
$$

where

$$
\begin{align*}
& \begin{array}{l}
A_{d a}^{0}=\left\{\begin{array}{l}
0 \text { for } \tau_{d a}<\tau<1 \\
T_{d} \text { for } 1<\tau<\tau_{d a}^{\prime}
\end{array}\right. \\
A_{0}^{0}=\left\{\begin{array}{l}
0 \text { for } \tau_{a a}<\tau<1 \\
T_{d} \text { for } \tau>1
\end{array}\right\}
\end{array}  \tag{23}\\
& T_{d}=\left(\tau^{2}-1\right)^{1 / 2} .  \tag{24}\\
& T_{d a}=\left[\frac{X_{d}-\left\{Y_{d}-\left(a^{2} \cos ^{2} \phi-b^{2}\right) Z_{d}\right\}^{1 / 2}}{\left(a^{2} \cos ^{2} \phi-b^{2}\right)^{2}}\right]^{1 / 2}  \tag{25}\\
& X_{d}=\tau_{d}^{0} b^{2} \sin ^{2} \phi+\left(a^{2}-b^{2}\right) \tau_{d} \cos ^{2} \phi \\
& Y_{d}=\tau_{d}^{0^{2}} b^{4} \sin ^{4} \phi+\left(a^{2}-b^{2}\right)^{2} \tau_{d}^{2} \cos ^{4} \phi+2\left(a^{2}+b^{2}\right) b^{2} \tau_{d} . \\
& \times \tau_{d}^{0} \sin ^{2} \phi \cos ^{2} \phi \\
& Z_{d}=\left(\tau_{d}-2 C_{d}^{2} \sin ^{2} \phi\right)^{2}-4 C_{d}^{2}\left(a^{2}-C_{d}^{2}\right) \sin ^{2} \phi \cos ^{2} \phi \\
& \tau_{d}=a^{2} \tau^{2}+\left(C_{d}^{2}-a^{2} \cos ^{2} \phi\right)  \tag{26}\\
& \tau_{d}^{0}=a^{2} \tau^{2}-\left(C_{d}^{2}-a^{2} \cos ^{2} \phi\right) \\
& \tau_{d a}=\frac{1}{a}\left[\left(a^{2}-C_{d}^{2}\right)^{1 / 2} \cos \phi+C_{d} \sin \phi\right],  \tag{27}\\
& \tau_{d a}^{\prime}=\left[\frac{C_{d}^{2}-b^{2}}{a^{2} \sin ^{2} \phi-b^{2}}\right]^{1 / 2} . \tag{28}
\end{align*}
$$

The first term in $u_{s d}$ is due to the dilatational motion behind hemispherical wave front at $\tau=1$ and the second and third terms are due to the dilational motion behind the conical wave front at $\tau=\tau_{d a}$ for $\phi>\phi_{d a}$. These wave fronts are shown in Fig. 3 (a),


3 (a) for $a>b>c_{d}$


3 (b) for $\alpha>c_{d}>b$


3 (c) for $\alpha<c_{d}$.
Fig. 3. Wave patten for dilatational motion.
$\tau=\tau_{d \alpha}^{\prime}$ shown in Fig 3 (a) by a dashed curve, is not a wave front because it is not a characteristic surface for governing wave equation for the dilatational motion. Similar non characteristic surfaces were found by Gakenheimer and Miklowitz ${ }^{6}$ for a point load travelling on an elastic half space and also by Aggarwal and Ablow ${ }^{1}$ for the motion of an acoustic half-space due to an expanding surface load. They prove explicitly that their solution was analytic over the surfaces. The same thing can be proved in our case also.
(b) Case $a>c_{d}>b$

In this case, the path of integration with respect to $q$ transforms to the simple path given by contour I (Fig. 2 (a)) for all $w$ when $\phi<\phi_{b a}$ and also for $0<w<w_{d a}$. when $\phi_{b a}<\phi<\phi_{d a}$, whereas the path of integration with respect to $q$ transform to the contour II (Fig. 2 (a)) for $w_{d a}<w<\infty$ when $\phi_{b a}<\phi<\phi_{d a}$ and also for all $w$ when $\phi>\phi_{d a}$. The remaining details of inverting $\bar{\nu}_{z d}$ for $a>c_{d}>b$ are exactly the same as for $a>b>c_{d}$, and one can easily find that

$$
u_{s d}(\rho, \phi, \tau)=\frac{2 P a b}{\pi \mu_{d}}\left[H ( \tau - 1 ) \int _ { d } ^ { T _ { d } } R _ { e } \left[\begin{array}{c}
\left.k_{x d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] d w \\
\text { (equation continued on p. 657) }
\end{array}\right.\right.
$$

$$
\begin{align*}
& +H\left(\phi-\phi_{b a}\right) H\left(\phi_{d a}-\phi\right) H\left(\tau-1_{d a}^{\prime}\right) \\
& \times \int_{T_{d}}^{T_{d a}} \operatorname{Re}\left[k_{z d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w \\
& +H\left(\phi-\phi_{a a}\right) H\left(\tau-\tau_{d a}\right) \\
& \left.\times \int_{T_{d a}}^{T_{d a}} \operatorname{Re}\left[k_{: d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w\right]  \tag{27}\\
& A_{d a}^{0}
\end{align*}
$$

where $A_{d a}^{0}$ is given by (23).
The wave geometry associated with this expression is shown in Fig. 3 (b).
(c) Case $a<c_{d}$

For this case the path of integration with respect to $q$ transform to the simple path given by contour I [Figs. 2(b), 2 (c)] for all $w$ when $\phi<\phi_{b a}$ and also for $0<w$ $<w_{d a}$ when $\phi>\phi_{b a}$, whereas the path of integration with respect to $q$ transforms to the contour II [Fig. 2 (a)] for $w_{d a}<w<\infty$ when $\phi>\phi_{b a .}$. Note that in this case the angle $\phi_{d a}$ does not arise. Now proceeding as the case $a>b>c_{d}$ for inverting $\bar{u}_{z d}$ we get

$$
\begin{align*}
u_{z d}(P, \phi, \tau)= & \frac{2 P a b}{\pi \mu c_{d}}\left[H(\tau-1) \int_{0}^{T_{d}} R_{e}^{-}\left[k_{z d}\left(q_{d}^{+} ; w\right) \frac{d q_{d}^{+}}{d t}\right] d w\right. \\
& +H\left(\phi-\phi_{b a}\right) H\left(\tau-\tau_{d a}^{\prime}\right) \\
\therefore \quad & \left.\times \int_{\tau_{d}}^{T_{d a}}: R_{e}\left[k_{2 d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w\right] . \tag{30}
\end{align*}
$$

The wave geometry associated with this expression is shown in Fig. 3 (c). As expected physically, contribution due to the conical wave front does not exist for this case.

## Summary

Combining (22), (29) and (30) one finds that $u_{s d}$ can be written as one expression for all yalues of $a$ and $b$.

$$
\begin{align*}
u_{s d}(\rho, \phi, \tau)= & \frac{2 P a b}{\pi \mu c_{d}}\left[H(\tau-1) \int_{0}^{T_{d}} R_{e}\left[k_{z d}\left(q_{d}^{+}, w\right) \frac{d q_{d}^{+}}{d t}\right] d w\right. \\
& +\left[H ( \tau - \tau _ { d a } ) H ( \phi - \phi _ { b a } ) \left\{H\left(b-c_{d}\right)\right.\right. \\
& \left.+H\left(a-c_{d}\right) H\left(c_{d}-b\right)\right\}+H\left(\tau-\tau_{d a}^{\prime}\right) H\left(\phi-\phi_{b a}\right)\left\{H\left(a-c_{d}\right)\right. \\
& \left.\times{\left.\left.\underset{T_{d a}}{H}\left(c_{d}-b\right) H\left(\phi_{d a}-\phi\right)+H\left(c_{d}-a\right)\right\}\right]} \quad \times \int_{A_{d a}} \operatorname{Re}\left[k_{x d}\left(q_{d a}, w\right) \frac{d q_{d a}}{d t}\right] d w\right]
\end{align*}
$$

where

$$
\begin{align*}
& \left.\left\{\begin{array}{l}
0 \text { for } \tau_{d a}<\tau<1 \\
T_{d} \text { for } 1<\tau<\tau_{d a}^{\prime} \\
A_{d a} \text { for } \tau>\tau_{d a}^{\prime}
\end{array}\right\} \begin{array}{l}
\text { for } \phi_{d a}<\phi<\phi_{b a}, a>b>c_{d} \\
0 \text { for } \tau_{d a}<\tau<1 \\
T_{d} \text { for } 1<\tau \\
T_{d} \text { for } \tau>\tau_{d a}^{\prime}
\end{array}\right\} \begin{array}{l}
\text { for } \phi>\phi_{b a}, a>b>c_{d} \\
\text { for } \phi>\phi_{d a}, a>c_{d}>b \\
\text { for } \phi_{b a}<\phi<\phi_{d a}, a>c_{d}>b \\
\text { for } \phi>\phi_{b a}, a<c_{d} .
\end{array} \tag{32}
\end{align*} .
$$

## 4. Equivoluminal Contributions

Inversion of $\bar{u}_{z s}$ is complicated than the inversion of $\bar{u}_{z d}$ because of the appearence of head waves (Von-Schmidt waves) otherwise it is same as $\bar{u}_{s d}$. Here the integration contour has more configurations in the $q$-plane though the singularities are the same. Here the hyperbola $q=q_{s}^{ \pm}$, arises in a similar way to $q=q_{d}^{ \pm}$, but its vertex can lic on the branch cut between the branch points at $q=S_{d}^{+}$and $q=S_{s}^{+}$and at $q=S_{c}^{+}$ and $q=S_{s}^{+}$as well as between $q=S_{c}^{+}$and $q=S_{d}^{+}$, depending on the values of $w, \phi$, $a$ and $b$. In this case, the straight line contour lying along the imaginary $q$-axis is denoted by $q_{s} a$ which is similar to $q_{d a}$ appearing in the dilatational contributions. Now opmiting details of inverting $\bar{u}_{5 s}$, one can easily find

$$
u_{x_{s}}(\rho, \phi, \tau)=\frac{4 P a b}{\pi \mu c_{d}}\left[H(\tau-l) \int_{0}^{T_{s}} R_{e}\left[k_{x_{s}}\left(q_{s}^{+}, w\right) \frac{d q_{s}^{+}}{d t}\right] d w\right.
$$

$$
\begin{aligned}
&+\left[H\left(\tau-\tau_{s a}\right) H\left(\phi-\phi_{s a}\right)\left\{H\left(b-c_{s}\right)+H\left(c_{s}-b\right) H\left(a-c_{s}\right)\right\}\right. \\
&+H\left(\tau-\tau_{s a}^{\prime}\right) H\left(\phi-\phi_{s a}\right)\left\{H\left(c_{s}-b\right) H\left(\phi_{s a}-\phi\right)\right. \\
&\left.\left.\times H\left(a-c_{s}\right)+H\left(c_{s}-a\right)\right\}\right] \\
& \times \int_{d_{s a}}^{\tau_{s a}} \operatorname{Re}\left[k_{z_{s}}\left(q_{s a}, w\right) \frac{d q_{s a}}{d t}\right] d w \\
&+H\left(\tau-\tau_{s d}\right) H\left(\tau_{s d}^{\prime}-\tau\right) H\left(\phi-\phi_{s d}\right) \\
&\left.\times \int_{s_{s d}}^{\tau_{s d}} R_{e}\left[k_{x_{s}}\left(q_{s a}, w\right) \frac{d q_{s a}}{d t}\right] d w\right] \\
& \text { for } 0 \leqslant \rho<\infty, 0 \leqslant \phi<\pi / 2 \\
& 0 \leqslant \tau<\infty, 0 \leqslant a<\infty \text { and } \\
& 0 \leqslant b<\infty, a>b
\end{aligned}
$$

where

$$
\begin{aligned}
& \left\{\begin{array} { l } 
{ = 0 \text { for } \tau _ { s } a < \tau < l } \\
{ = T _ { s } \text { for } l < = < \tau _ { d a } ^ { \prime } }
\end{array} \quad \left\{\begin{array}{l}
\phi_{s} a<\phi<\phi_{b a}, a>c_{d}, a>b>c_{s}, a c_{s}>b c_{d} \\
\phi_{s} a<\phi<\phi_{s d}, a>c_{d}, a>b>c_{s}, a c_{s}<b c_{d} \\
\phi_{s}<\phi<\phi_{a b_{s}}, c_{d}>a>b>c_{s}
\end{array}\right.\right. \\
& \left.\begin{array}{l}
=0 \text { for } \tau_{s a}<\tau<1 \\
=T_{s} \text { for } \tau>l
\end{array}\right\} \begin{array}{l}
\phi_{b a}<\phi<\phi_{s d}, a>b>c_{d}, a c_{s}>b c_{d} \\
\phi_{s a}<\phi<\phi_{s d}, a>c_{d}>c_{s}>b
\end{array} . \\
& =0 \text { for } \tau_{\lrcorner a}<\tau<\tau_{d d} \text {, } \\
& =T_{s d} \text { for } \tau_{s d}<\tau<\tau_{s d}^{\prime} \quad\left\{\begin{array}{l}
\phi>\phi_{s d}, a>b>c_{d}, a c_{s}>b c_{a} \\
\phi>\phi_{d d}, a>c_{d}>c_{s}>b
\end{array}\right. \\
& =T_{s} \text { for } \tau>\tau_{s d}^{\prime} \quad ; \quad \phi>\phi_{s d}, a>c_{d}>c_{s}>b \\
& -0 \text { for } \tau_{s a}<=<\tau_{s d} \\
& \left.=T_{s d} \text { for } \tau_{s d}<\tau<\tau_{d d}^{\prime} \quad\right\} \quad \phi>\phi_{s d}, a>b>c_{d}, a c_{s}<b c_{d} \\
& =T_{s} \text { for } \tau_{s d}^{\prime}<\tau<\tau_{s a}^{\prime} \\
& =T_{s} \text { for } \tau>\tau_{s a}^{\prime} \quad\left\{\begin{array}{l}
\phi_{b a}<\phi<\phi_{a}, c_{b a}>c_{a b}, c_{d}>a>c_{s}>b \\
\phi_{b a}<\phi<\phi_{a b_{s}}, a<c_{3}
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left\{\begin{array}{l}
=0 \text { for } \tau_{s d}<\tau<l \\
==\vec{T}_{s} \text { for } l<\tau<\tau_{s d}^{*}
\end{array}\right\} \begin{array}{l}
\phi>\phi_{s d}, a>b>c_{d} \\
\phi>\phi_{s d}, a>c_{d}>c_{s}>b \\
\phi_{s d}<\phi<\phi_{a b_{s}}, c_{d}>a>c_{s}>b \\
\phi_{s d}<\phi<\phi_{s a}, c_{d}>a>b>c_{s} \\
\phi_{s d}<\phi<\phi_{a b_{s}}, a<c_{s}
\end{array}
\end{aligned}
$$

and also where

$$
\begin{align*}
T_{s}= & \left(\tau^{2}-l^{2}\right)^{1,2}  \tag{36}\\
T_{s}= & {\left[\frac{X_{s}-\left\{Y_{s}-\left(a^{2} \cos ^{2} \phi-b^{2}\right)^{2} Z_{s}\right\}^{\prime 2}}{\left(a^{2} \cos ^{2} \phi-b^{2}\right)^{2}}\right]^{2 / 2} }  \tag{37}\\
X_{s}= & \tau_{s}^{0} b^{2} \sin ^{2} \phi+\left(a^{2}-b^{2}\right) \tau_{s} \cos ^{2} \phi \\
Y_{s}= & \tau_{d}^{2} b^{4} \sin ^{4} \phi+\left(a^{2}-b^{2}\right)^{2} \tau_{s}^{2} \cos ^{4} \phi \\
& +2\left(a^{2}-b^{2}\right) b^{2} \tau_{s} \tau_{s}^{0} \sin ^{2} \phi \cos ^{2} \phi \\
Z_{s}= & \left(\tau_{s}-2 c_{d}^{2} \sin ^{2} \phi\right)^{2}-4 l^{2} c_{d}^{2}\left(a^{3}-c_{s}^{2}\right) \sin ^{2} \phi \cos ^{2} \phi \\
\tau_{s}= & a^{2} \tau^{2}+l^{2}\left(c_{s}^{2}-a^{2} \cos ^{2} \phi\right) \\
\tau_{s}^{0}= & a^{2} \tau^{2}-l^{2}\left(c_{s}^{2}-a^{2} \cos ^{2} \phi\right)
\end{align*}
$$

$$
\alpha=\left(\frac{c_{d}^{2}-a^{2}}{a^{2}-b^{2}}\right)^{1 / 2}, \beta=\left(l^{2}-1\right)^{1 / 2}, \gamma=b / a\left(l^{2}-1\right)^{1 / 2}
$$

$$
-\frac{1}{a}\left(c_{d}^{2}-b^{2}\right)^{1 / 2}, \ddots^{\prime}=\frac{c_{s}}{a}\left(I^{*}-1\right)^{1 / 2}
$$

$$
\begin{equation*}
-1 / a\left[\frac{a^{2}-c^{2}}{a^{2}-b^{2}}\left(c_{d}^{2}-b^{2}\right)\right]^{1 / 2} \tag{48}
\end{equation*}
$$

$$
\begin{equation*}
q_{s}^{ \pm}=i \tau \sin \phi \pm\left(\tau^{2}-\tau_{w_{s}}^{2}\right)^{1 / 2} \cos \phi \tag{49}
\end{equation*}
$$

$$
\begin{equation*}
\tau_{w s}=\left(w^{2}+l^{2}\right)^{1 / 2} \tag{50}
\end{equation*}
$$

$$
\begin{equation*}
q_{s} a=i \tau \sin \phi-i\left(\tau_{w}^{2}-\tau^{2}\right)^{1 / 2} \cos \phi . \tag{51}
\end{equation*}
$$

The first term in the expression (33) is the equivoluminal motion behind the hemispherical wave front at $\tau=l$ and the second is due to the equivoluminal motion behind the conical wave front at $\tau=\tau_{s} a$. The third term in $u_{f_{s}}$ represents the equi-

$$
\begin{align*}
& T_{s d}=\left[\left\{\left(\tau-\tau_{s d}\right) \operatorname{cosec} \phi+1\right\}^{2}-1\right]^{1 / 2}  \tag{39}\\
& \tau_{s a}=1 / a\left[\left(1 a^{2}-c_{s}^{2}\right)^{1 / 2} \cos \phi+c_{d} \sin \phi\right]  \tag{40}\\
& \tau_{s d^{d}}=\left[\left(I^{2}-1\right)^{1 / 2} \cos \phi+\sin \phi\right]  \tag{41}\\
& \therefore \therefore_{t a}=\left[\frac{l^{2}\left(b^{2}-c_{s}^{2}\right)}{b^{2}-a^{2} \sin ^{2} \phi}\right]^{1 / 2}  \tag{42}\\
& \tau_{s d}=\left(l^{2}-1\right)^{1 / 2} \text { see } \phi  \tag{43}\\
& \tau_{\partial d a}^{\prime}=\left[\left(l^{2}-1\right)^{1 / 2} \cos \phi+\binom{c_{d}^{2}-b^{2}}{a^{2}-b^{2}}^{1 / 2} \sin \phi\right]  \tag{44}\\
& \phi_{s a}=\sin ^{-1} c_{s} / a, \phi_{s d}=\sin ^{-1} c_{s} / c_{d}, \phi_{b a}=\sin ^{-1} b / a  \tag{45}\\
& \phi_{a b_{s}}=\sin ^{-1}\left(\frac{c_{d}^{2}-b^{2}}{l^{2}\left(a^{2}-b^{2}\right)+c_{d}^{2}-a^{2}}\right)^{1 i^{2}}  \tag{46}\\
& \phi_{x}=\sin ^{-1}\left[\frac{\left(a^{2}-b^{2}\right)^{2 / 2}\left[l\left(c_{d}^{2}-b^{2}\right)^{2 / 2}+\left(l^{2}-1\right)^{1^{2 / 2}}\left(c_{d}^{2}-a^{2}\right)^{1^{\prime}}\right]}{l^{2}\left(a^{2}-b^{2}\right)+c_{d}^{2}-a^{2}}\right] \tag{47}
\end{align*}
$$

voluminal motion due to the head wave fronts at $\tau=\tau_{s \mathrm{~s}}$. The wave fronts $\tau=\tau_{s d}$ for $\phi>\phi_{s^{d}}$ and $\tau=\tau_{s} a^{a}$ are shown in Figs. 4(a-1).


Flgs. 4(a-l). Wave pattern for equivoluminal and head wave motion.
4 (a) for $a>c_{d}, a>b>c_{d}, a c_{s}>b c_{d}$.


The equations $\tau=\tau_{s a}^{\prime}, \quad==\tau_{d d}^{\prime}$ and $\tau=\tau_{s d a}^{\prime}$ are shown in Fig. 4 by dashed curve which are similar to $\tau=\tau_{d a}^{\prime}$ appearing in the $u_{z d}$. These dashed curved surfaces are not considered as wave fronts because it can be shown that displacements and their derivatives are continuous across these surfaces.

5. Wave Frònt Expansions

The wave forms of the solution given in (31) and (33) are evaluted by approximate estimation of the integrals in the neighbourhood of the first arrival of the different waves. To facilitate this evaluation we put

$$
\begin{equation*}
w=\left[A^{2}+\left(B^{2}-A^{2}\right) \sin ^{2} \alpha\right]^{1 / 2} \tag{52}
\end{equation*}
$$

in the integrals arising in $u_{z d}$ and $u_{z_{s}}$ where $A$ and $B$ are respectively the lower and upper limits of the particular integral in question, and the range of integration with respect to $\alpha$ is form 0 to $\pi / 2$.

Now for the first integral of (31), we put $w=T_{d} \sin \alpha$ and hence for $\tau \rightarrow 1+$, we find that for any value of $a$.


4 (e) for $c_{d}>a>b>c_{3}, \beta>a>\gamma$.


$$
\begin{align*}
& w \rightarrow 0, q_{d}^{+} \rightarrow i \sin \phi, \frac{d q_{d}^{+}}{d t} \rightarrow \frac{c_{d}}{\rho_{t}} \frac{\cos \phi}{T_{d} \cos \alpha}, \\
& m_{d} \rightarrow \cos \phi, m_{s} \rightarrow\left(l^{2}-\sin ^{2} \phi\right)^{1 / 2}, m_{0} \rightarrow\left(l^{2}-2 \sin ^{2} \phi\right), \\
& E^{1 / 2} \rightarrow  \tag{53}\\
& \rightarrow \frac{1}{c_{d}}\left(c_{d}^{2}-a^{2} \sin ^{2} \phi\right)^{1 / 2}, \text { for } \phi<\phi_{d a} \\
& \\
& \quad \rightarrow \frac{i}{c_{d}}\left(a^{2} \sin ^{2} \phi-c_{d}^{2}\right)^{1 / 2}, \text { for } \phi>\phi_{d a}, \\
& N \rightarrow N_{1}
\end{align*}
$$



4 (g) for $c_{d}^{\prime}>a>c_{s}>b, \alpha>\beta, a c_{s}<b c_{d}$.

where $N_{1}=\left(l^{2}-2 \sin ^{2} \phi\right)^{2}+4 \sin ^{2} \phi \cos \phi\left(l^{2}-\sin ^{2} \phi\right)^{1 / 2}$.
Substituting these approximate values in the first integral of (31) one can find, for $\phi<\phi_{d a}$

$$
\begin{equation*}
\left[u_{s}\right] \rightarrow N_{x_{1}} \text { as } t \rightarrow 1+ \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{x 1}=\frac{P a b c_{d} \cos ^{2} \phi\left(l^{2}-2 \sin ^{2} \phi\right)}{\mu \rho} \frac{\left(c_{d}^{2}-a^{2} \sin \phi\right)^{3 / 2} \cdot N_{1}}{} . \tag{56}
\end{equation*}
$$



4 (j) for $c_{d}>a>c_{3}>b, \beta>\alpha>\gamma^{\prime}, a c_{i}>b c_{d}$.

Again in the second integral of (31) we put $w=T_{d a} \sin \alpha$ and as $\tau \rightarrow 1-$ for $\phi>\phi_{d a}$ we find that

$$
\begin{align*}
& q_{d a} \rightarrow i \sin \phi-i \cos \phi T_{d a} \sin \alpha \\
& \frac{d q_{d a}}{d t} \rightarrow \frac{i c_{d}}{\rho} \cdot \frac{T_{d a} \sin x \sin \phi+\cos \phi}{\left(T_{d a}^{2} \sin ^{2} \alpha+1-\tau^{2}\right)^{1 / 2}} . \tag{57}
\end{align*}
$$

Puting these values in the second integral of (31), we get
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4 (1) for $a<c_{f}, a c_{s}>b c_{d}$.


$$
\begin{align*}
& \text { ELLIPTIC RING SOURCE ON THE FREE SURFACE } \\
& \left.\times \frac{T_{d a} \sin \alpha \sin \phi+\cos \phi}{\left(T_{d a}^{2} \sin ^{2} \alpha+1-\tau^{2}\right)^{1 / 2}}\right] T_{d a} \cos \alpha d \alpha \\
& +\int_{\cdot}^{\pi / 2} R_{e}\left[k_{x d}\left(i \sin \phi-i \cos \phi T_{d a} \sin \alpha, T_{d a} \sin \alpha\right) \frac{i c_{d}}{\rho}\right.  \tag{59}\\
& \left.\times \frac{T_{d a} \sin \alpha \sin \phi+\cos \phi}{\left(T_{d a}^{2} \sin ^{2} \alpha+1-\tau^{2}\right)^{1 / 2}}\right] T_{d a} \cos \alpha d \alpha
\end{align*}
$$

where $\epsilon$ is very small.
Since the main contribution to the integral (58) as $\tau \rightarrow 1$ arises from the first integral of (59) as $\tau \rightarrow 1$, so for the evaluation of (58) as $\tau \rightarrow 1$, we consider the approximate value of the integral given by

$$
\begin{array}{r}
\int_{0} R_{e}\left[k_{z d}\left(i \sin \phi-i \cos \phi T_{d a} \sin \alpha, T_{d a} \sin \alpha\right) \frac{i c_{d}}{\rho}\right. \\
\left.\quad \times \frac{T_{d a} \sin \alpha \sin \phi+\cos \phi}{\left(T_{d a}^{2} \sin ^{2} \alpha+1-\tau^{2}\right)}\right] T_{d a} \cos \alpha d \alpha \tag{60}
\end{array}
$$

as $\tau \rightarrow 1$.
Since $\epsilon$ is very small so $\alpha$ is also small. So for the evaluation of the integral (60) as $\tau \rightarrow 1$ we also use the fact that $x \rightarrow 0$, from which we get,

$$
\begin{align*}
& w \rightarrow 0, q_{d a} \rightarrow i \sin \phi, m_{d} \rightarrow \cos \phi, m_{s} \rightarrow\left(l^{2}-\sin ^{2} \phi\right)^{1 / 2}, \\
& m_{0} \rightarrow\left(l^{2}-2 \sin ^{2} \phi\right),  \tag{61}\\
& N \rightarrow N_{1}, E^{1 / 2} \rightarrow i / c_{d}\left(a^{2} \sin ^{2} \phi-c_{d}^{2}\right)^{2 / 2} \text { for } \phi>\phi_{d a .} .
\end{align*}
$$

Now substituting these approximate values in (60) and integrating we obtain the approximate value of the integral as

$$
\begin{equation*}
-\frac{c_{d}^{2} \cos ^{2} \phi\left(l^{2}-2 \sin ^{2} \dot{\varphi}\right)}{\rho\left(a^{2} \sin ^{2} \phi-c_{d}^{2}\right)^{1 / 2} \cdot N_{1}} \log |\tau-1| \text { when } \tau \rightarrow 1 \tag{62}
\end{equation*}
$$

So for $\phi>\phi_{d a}$

$$
\begin{equation*}
\left[u_{z}\right] \rightarrow N_{i 4}^{\prime} \log |\tau-1| \text { as } \tau \rightarrow 1 \tag{63}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{z 4}^{\prime \prime}=-\frac{2 P a b c_{d}}{\pi \mu \rho} \frac{\cos ^{2} \phi\left(l^{2}-2 \sin ^{2} \phi\right)}{\left(a^{2} \sin ^{2} \phi-c_{d}^{2}\right)^{1 / 2} \cdot N_{1}} \tag{64}
\end{equation*}
$$

In order to obtain the value of $u_{r d}$ as $\tau \rightarrow \tau_{d a}$ we put in the second integral of (31).

$$
w^{2}=A_{d a}^{2}+\left(T_{d a}^{2}-A_{d a}^{2}\right) \sin ^{2} \alpha
$$

When $\tau \rightarrow \tau_{d a}+$, we find that

$$
\begin{aligned}
& w \rightarrow 0 \\
& q_{d a} \rightarrow i \frac{c_{d}}{a} \\
& d q_{d a_{i}} d t \rightarrow i A^{\prime}
\end{aligned}
$$

$$
w \text { here } A^{\prime}=\frac{c_{d}}{\rho^{a}}\left(\frac{a^{2}-c_{d}^{2}}{1-\tau_{d a}^{2}}\right)^{1 / 2} \text { for } a>c_{d}
$$

$$
m_{d} \rightarrow 1 / a\left(a^{2}-c_{d}^{2}\right)^{11^{2}} \text { for } a>c_{d}
$$

$$
m_{s} \rightarrow \frac{l}{a}\left(a^{2}-c_{s}^{2}\right)^{1 / 2}, \quad m_{0} \rightarrow \frac{l^{2}}{a^{2}}\left(a^{2}-2 c_{s}^{2}\right)
$$

$$
N \rightarrow N_{2}
$$

$$
\text { where } N_{2}=l / a^{4}\left[l^{4}\left(a^{2}-2 c_{s}^{2}\right)^{2}+4 l c_{d}^{2}\left(a^{2}-c_{d}^{2}\right)^{1 / 2}\right]
$$

$$
E^{1 / 2} \rightarrow i K^{1 / 2}\left(\tau-\tau_{d a}\right)^{1 / 2}
$$

where

$$
K=\frac{2 a}{c_{d}}\left\{\frac{\cos ^{2} \alpha\left(a^{2}-c_{d}^{2}\right)^{1 / 2}}{\left\{\left(a^{2}-c_{d}^{2}\right)^{1 / 2} \sin \phi-c_{d} \cos \phi\right\}} \text { for } a>c_{d}\right.
$$

Using these approximate values in the second integral of (31) we find that for $a>c_{d}$

$$
\begin{equation*}
\left[u_{z}\right] \rightarrow N_{z_{4}} \text { as } \tau \rightarrow \tau_{d a}+ \tag{66}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{24}=\frac{2 P a b}{\pi \mu c_{d} a^{3}} \frac{l^{2}\left(a^{2}-c_{d}^{2}\right)^{1 / 2}\left(a^{2}-2 c_{s}^{2}\right) A^{\prime} C^{1 / 2}}{(2 K A)^{1 / 2} \cdot N_{2}} \tag{67}
\end{equation*}
$$

$$
\begin{align*}
& \text { where } C=8 a^{2} c_{d} \tau_{d a}\left(a^{2}-c_{d}^{2}\right)^{1 / 2} \sin \phi \cos \phi \\
& A=a^{2}\left(a^{2}-b^{2}\right) \cos ^{2} \phi \tau_{d a}\left(\tau_{d a}+\tau_{d a}^{0}\right)+a^{0} b^{2} \sin ^{2} \phi \tau_{d, n}\left(\tau_{d a}-\tau_{d a}^{0}\right) \\
& \tau_{d a}^{0}=1 / a\left[c_{d} \sin \phi-\left(a^{2}-c_{d}^{2}\right)^{1 / 2} \cos \phi\right] . \tag{68}
\end{align*}
$$

It may be noted that conical wave front $\mathrm{T}=\tau_{d a}$ does not arise for $a<c_{d}$.
Next when $\phi<\phi_{s a}$, for the evaluation of $u_{z_{s}}$ as $\tau \rightarrow l$, we put $w=T_{s} \sin \alpha$ in the first integral of (33). When $\tau \rightarrow l$, we find that in the above integral

$$
\begin{aligned}
& w \rightarrow 0 \\
& q^{+} \rightarrow i l \sin \phi \\
& \frac{d q_{s}^{+}}{d t} \rightarrow \frac{c_{d}}{\rho} \frac{l \cos \phi}{T_{s} \cos \alpha} \\
& \left(q^{2}+w^{2}\right) \rightarrow l^{2} \sin ^{2} \phi \\
& m_{d} \rightarrow\left(1-l^{2} \sin ^{2} \phi\right)^{1 / 2} \\
& m_{s} \rightarrow l \cos \phi \\
& m_{0} \rightarrow l^{2}\left(\cos ^{2} \phi-\sin ^{2} \phi\right) \\
& E^{1 / 2} \rightarrow 1 / c_{s}\left(c_{s}^{2}-a^{2} \sin ^{2} \phi\right)^{1 / 2} \text { for } \phi<\phi_{s a} \\
& \\
& \quad \rightarrow i / c_{s}\left(a^{2} \sin ^{2} \phi-c_{s}^{2}\right)^{1 / 2} \text { for } \phi>\phi_{s a} \\
& N \rightarrow l^{3} N_{3}
\end{aligned}
$$

where $N_{3}=\left[l\left(\cos ^{2} \phi-\sin ^{2} \phi\right)^{2}+4 \sin ^{2} \phi \cos \phi\left(1-l^{2} \sin ^{2} \phi\right)^{1 / 2}\right]$.
Using these approximate values in the first integral of (33) one can find for all values of $a$ and $b$.

$$
\left[u_{z}\right] \rightarrow N_{z_{2}} \text { for } \phi<\phi_{s c} \text { as } \tau \rightarrow 1
$$

where

$$
\begin{equation*}
N_{z 2}=-\frac{2 P a b c_{s}}{\mu \rho} \frac{\sin ^{2} \phi \cos \phi\left(1-l^{2} \sin ^{2} \phi\right)^{1 / 2}}{\left(c_{j}^{2}-a^{2} \sin ^{2} \phi\right)^{1 / 2} \cdot N_{3}} . \tag{71}
\end{equation*}
$$

For $\phi>\phi_{s a}$, considering approximate evalution of last two integrals of (33) as $\tau \rightarrow I$ it can be shown that for the case $a>b>c_{d}$

$$
\begin{align*}
& u_{x} \rightarrow N_{z 5}^{\prime} \log |\tau-1| \text { for } \phi_{s a}<\phi<\phi_{s^{d}} \text { as } \tau \rightarrow I  \tag{72}\\
& u_{z} \rightarrow N_{z 3}^{\prime} \log |\tau-1| \text { for } \phi>\phi_{s d} \text { as } \tau \rightarrow 1 \tag{73}
\end{align*}
$$

and for the case $c_{d}>a>b>c_{s}$,

$$
\begin{align*}
& u_{z} \rightarrow N_{z 6}^{c} \log |\tau-l| \text { for } \phi_{s d}<\phi<\phi_{s a} \text { as } \tau \rightarrow l  \tag{74}\\
& u_{z} \rightarrow N_{z 3}^{\prime} \log |\tau-1| \text { for } \phi>\phi_{s a} \text { as } \tau \rightarrow l \tag{75}
\end{align*}
$$

and also for the case $c_{s}=a>b$,

$$
\begin{equation*}
u_{\mathrm{z}} \rightarrow N_{26}^{\prime} \log |\tau-l| \text { for } \phi>\phi_{s_{d}} \text { as } \tau \rightarrow 1 \tag{7}
\end{equation*}
$$

where

$$
\begin{align*}
& N_{z 5}^{\prime}=\frac{2 P a b c_{s}}{\pi \mu} \frac{\sin ^{2} \phi \cos \phi\left(1-l^{2} \sin ^{2} \phi\right)^{1 / 2}}{\left(a^{2} \sin ^{2} \phi-c_{s}^{2}\right)^{1 / 2} \cdot N_{3}}  \tag{77}\\
& N_{x^{3}}^{\prime}=\frac{8 P a b c_{s}}{\pi \mu \rho} \frac{\sin ^{4} \phi \cos ^{2} \phi}{\left(a^{2} \sin ^{2} \phi-c_{s}^{2}\right)^{1 / 2} \cdot N_{4}}\left(L^{2} \sin ^{2} \phi-1\right)  \tag{78}\\
& N_{z 6}^{\prime}=-\frac{2 P a b c_{d}}{\pi \mu} \frac{\sin ^{2} \phi \cos ^{2} \phi\left(l^{2} \sin ^{2} \phi-1\right)^{1 / 2}\left(\cos ^{2} \phi-\sin ^{2} \phi\right)^{2}}{\left(c_{s}^{2}-a^{2} \sin ^{2} \phi\right)^{1 / 2} \cdot N_{4}} .  \tag{79}\\
& N_{4}=\left[l^{2}\left(\cos ^{2} \phi-\sin ^{2} \phi\right)^{4}+16 \sin ^{4} \phi \cos ^{2} \phi\left(l^{2} \sin ^{2} \phi-1\right)\right] . \tag{80}
\end{align*} .
$$

For the approximate evaluation of the displacements at the wave fronts $\tau=\tau_{s a}$ and $\tau=\tau_{s d}$. we follow similar procedure as followed for the evaluation of $u_{r d}$ as $\tau \rightarrow \tau_{d a}$ and we find that

$$
\begin{align*}
& {\left[u_{r}\right] \rightarrow N_{s z} \text { as } \tau \rightarrow \tau_{s a} \text { for } a>c_{d}}  \tag{81}\\
& {\left[u_{z}\right] \rightarrow N_{z \varepsilon} \text { as } \tau \rightarrow \tau_{s a} \text { for } c_{d}>a>c_{s}}  \tag{82}\\
& {\left[u_{z}\right] \rightarrow N_{x 3}\left(\tau-\tau_{s d}\right)^{3 / 2} \text { as } \tau-\tau_{s d} \text { for } a>c_{d}}  \tag{83}\\
& {\left[u_{z}\right]-N_{z 7}\left(\tau-\tau_{z d}\right) \text { as } \tau \rightarrow \tau_{s d} \text { for } a<c_{d}} \tag{84}
\end{align*}
$$

where

$$
N_{x_{5}}=-\frac{4 P b c_{d} A_{s}^{\prime} \sqrt{\left(a^{2}-c_{d}^{2} D_{\mathrm{s}}\right.}}{\pi \mu a^{2}\left(2 K_{s} B_{s} A_{s}\right)^{1 / 2}}
$$

$$
\begin{align*}
& N_{26}=-\frac{16 P a^{2} b c_{d}^{3}\left(c_{d}^{0}-a^{2}\right) A^{\prime} \sqrt{\left(a^{2}-c_{d}^{2}\right) D_{s}}}{\pi \mu\left(2 K_{s} l^{2} A_{s}\right)^{1 / 2}\left[l^{6}\left(a^{2}-2 c_{d}^{2}\right)^{4}-16 c_{d}^{4}\left(c_{d}^{2}-a^{2}\right)\left(a^{2}-c_{a}^{2}\right)\right]} \\
& N_{x_{3}}=-\frac{4 P a b}{\pi \mu} A_{s d} B_{s d}^{2} B_{s d}^{\prime} A_{s d}^{\prime}\left(\frac{2 \operatorname{cosec} \phi}{a^{2}-c_{d}^{2}}\right)^{1 / 2} \\
& N_{z \eta}=\frac{4 P a b}{\pi \mu} A_{s d} B_{s d}^{2} A_{s d}^{\prime}\left(\frac{2 \operatorname{cosec} \phi}{c_{d}^{2}-a^{2}}\right)^{2} \\
& A_{s}^{\prime}=\frac{l c_{d}\left(a^{2}-c_{s}^{2}\right)^{1 / 2}}{\rho\left[l\left(a^{2}-c_{s}^{2}\right)^{1 / 2} \sin \phi-c_{a} \cos \phi\right]} \\
& D_{s}=8 a^{2} l c_{d} \tau_{s} \sin \phi \cos \phi\left(a^{2}-c_{g}^{2}\right)^{1 / 2} \\
& B_{s}=\frac{l}{a^{4}}\left[l^{3}\left(a^{2}-2 c_{d}^{2}\right)^{2}+4 c_{d}^{2} \sqrt{\left.\left(a^{2}-c_{d}^{2}\right)\left(a^{2}-c_{s}^{2}\right)\right]}\right. \\
& A_{s}=\left[\tau_{s a} a^{2} b^{2}\left(\tau_{s a}-\tau_{s a}^{0}\right) \sin ^{2} \phi+\left(a^{2}-b^{2}\right) a^{2} \cos ^{2} \phi\left(\tau_{s} a+\tau_{s a}^{0}\right)\right] \\
& A_{\mathrm{sd}}=\frac{\pi}{4}\left[\frac{2\left(l^{2}-1\right)^{1 / 2}}{\left(1^{2}-1\right)^{1 / 2} \sin \phi-\cos \phi}\right]^{1 / 2} \\
& B_{s d}=\left(l^{2}-2\right)^{-1} \\
& B_{s d}^{\prime}=4 A_{s d}\left(l^{\prime}-1\right)^{1 / 2} B_{s d}^{2} \\
& A_{\rho_{d}}^{\cdot}=\frac{c_{d}}{\rho} \cdot\left(l^{2}-1\right)^{1 / 2}\left[\left(l^{2}-1\right)^{1 / 2} \cdot \sin \phi-\cos \phi\right]^{-1}
\end{align*}
$$

In these expressions the notations $\left[u_{4}\right]$ stands for the change in $u_{s}$ across a wave front and $N_{\Sigma_{1}}$ etc. are wave front coefficients.

It may also be noted that if we put $\dot{a}=b$ in this problem, it reduces to the problem of uniformly expanding circular ring source and in that case our derived results coincide with the results given in the paper of Gakenheimer ${ }^{5}$.
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#### Abstract

The problem of diffraction of normally incident antiplane shear wave by a crack of finite length situated at the interface of two bonded dissimilar elastic half spaces has been studied. The problem is reduced to the solution of a Wiener-Hopf problem. The expressions for the stress intensity factor and the crack opening displacement have been derived for the case of wave-lengths short compared to the length of the crack. The numerical results for two different pairs of samples have been presented graphically.


## 1. Introduction

Scattering of elastic waves by a crack of finite length at the interface of two dissimilar elastic materials is important in view of its application in Geophysics and in Mechanical engineering problems. The extensive use of composite materials in modern technology has created interest in the wave propagation problems in layered media with interfacial discontinuities. The diffraction of Love waves by a crack of finite width at the interface of a layered half space was studied by Neerhoff ${ }^{5}$. Kuo ${ }^{6}$ carried out numerical and analytical studies of transient response of an interfacial crack between two dissimilar orthotropic half spaces. Following the method of $\mathrm{Mal}^{7}$, Srivastava et al. ${ }^{1}$ also considered the low irequency aspect of the interaction of antiplane shear waves by a Griffith crack at the interface of two bonded dissimilar elastic half space.

But high frequency solution of the diffraction of elastic waves by a crack of finite size is interesting in view of the fact that transient solution close to the wave front can be represented by an integral of the high frequency component of the solution. Green's function method together with a function-theoretic technique based upon an extended Wiener-Hopf argument has been developed by Keogh ${ }^{3.4}$ for solving the problem of high frequency scattering.of elastic waves by a Griffith crack situated in an infinite homogeneous elastic medium.

In the present paper, we have derived the high frequency solution of the diffraction of SH-wave when it interacts with a Griffith crack located at the interface of two bonded dissimilar elastic half spaces. To solve the problem, following the method of Chang ${ }^{2}$, the problem has been formulated as an extended Wiener-Hopf equation and the asymptotic solutions for high frequencies or for wavelengths short compared to the length of the crack have been derived. Expressions for the dynamic stress intensity factor and the crack opening displacement have been obtained and the results have been illustrated graphically for two pairs of different types of material.

## 2. Formulation of the Problem

Let $(x, y, z)$ be a rectangular Cartesian coordinates. Let an open crack of finite length 21 be located at the interface of two bonded dissimilar elastic semi-infinite solids lying parallel to $x$-axis. The $x$-axis is taken along the interface, $y$-axis vertically bupwards into the medium and $z$-axis is perpendicular to the plane of the paper. ( $\mu_{1}, \rho_{1}$ ) and ( $\mu_{2}, \rho_{2}$ ) are coefficients of rigidity and density respectively of the upper and lower semi-infinite medium. The crack is subjected to a normally incoming antiplane shear wave originating at $y=-\infty$.

We are interested in finding the high frequency solution of the diffraction problem i.e. the solution when the length of the crack is large compared to the wave length of the incident wave.

Accordingly we shall have to solve the problem when the crack is subject to the following boundary conditions:

$$
\begin{align*}
& \sigma_{y z}^{(1)}(x, 0+)=\sigma_{y z}^{(2)}(x, 0-)=-P_{s}-P_{0} e^{-\omega t i},|x|<1  \tag{1}\\
& \sigma_{y z}^{(1)}(x, 0+)=\sigma_{y z}^{(2)}(x, 0-),|x|>L  \tag{2}\\
& w_{1}\left(x, 0^{+}\right)=w_{2}\left(x, 0^{-1}\right), \quad|x|>1 \tag{3}
\end{align*}
$$

where $\omega$ is the circular frequency and $P_{s}$ is the static pressure.
Assume

$$
\begin{align*}
& w_{1}(x, y, t)=W_{1}(x, y) e^{-i \omega t}  \tag{4}\\
& w_{2}(x, y, t)=W_{2}(x, y) e^{-i \omega t} \tag{5}
\end{align*}
$$

where $W_{1}$ and $W_{2}$ satisfy the following two wave equations

$$
\begin{align*}
& \nabla^{2} W_{1}(x, y)+k_{1}^{2} W_{1}(x, y)=0  \tag{6}\\
& \nabla^{2} W_{2}(x, y)+k_{2}^{2} W_{2}(x, y)=0  \tag{7}\\
& \text { with } \quad \nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}} .
\end{align*}
$$

The shear wave numbers $k_{1}$ and $k_{2}$ are related to the two shear wave velocities. $C_{1}$ and $C_{2}$ of medium (1) and (2) respectively by

$$
\begin{align*}
k_{1} & =\omega / C_{1} \\
k_{2} & =\omega / C_{2}
\end{align*}
$$

Without any loss of generality we assume that $k_{2}>k_{1}$.
Let

$$
\begin{align*}
& \sigma_{y z}^{(1)}(x, y, t)=\tau_{y z}^{(1)}(x, y) e^{-i \omega t}  \tag{10}\\
& \sigma_{y z}^{(2)}(x, y, t)=\tau_{y z}^{(2)}(x, y) e^{-i \omega t} . \tag{11}
\end{align*}
$$

In the boundary condition (1), $P_{s}$ is the static pressure assumed to be sufficiently large so that crack faces do not come in contact during vibration. Since we are interested in the dynamic part of the stress distribution, so the boundary conditions (1), (2) and (3) may be written as

$$
\begin{align*}
& \tau_{y z}^{(1)}\left(x, 0^{+}\right)=\tau_{y z}^{(2)}\left(x, 0^{-}\right)=-P_{0},|x|<t  \tag{12}\\
& \tau_{y z}^{(1)}\left(x, 0^{+}\right)=\tau_{y z}^{(2)}\left(x, 0^{-}\right), \quad|x|>\ell
\end{align*}
$$

and

$$
\begin{equation*}
W_{1}\left(x, 0^{+}\right)=W_{2}\left(x, 0^{-}\right),|x|>\mathcal{L} \tag{13}
\end{equation*}
$$

that is

$$
\begin{align*}
& \mu_{1} \frac{\partial W_{1}}{\partial y}=\mu_{2} \frac{\partial W_{2}}{\partial y}=-P 0,|x|<\mathfrak{l}, y=0  \tag{15}\\
& \mu_{1} \frac{\partial W_{1}}{\partial y}=\mu_{2} \frac{\partial W_{2}}{\partial y}, \cdot|x|>\mathfrak{L}, y=0 \tag{16}
\end{align*}
$$

and $\quad W_{1}\left(x, 0^{+}\right)=W_{2}\left(x, 0^{-}\right),|x|>\mathcal{L}$
In order to obtain solutions of wave equations (6) and (7) we introduce Fourier transform defined by

$$
\begin{equation*}
\bar{W}(\alpha, y)=\frac{1}{\sqrt{2} \pi} \int_{-\infty}^{\infty} W(x, y) e^{i \alpha x} d x \tag{18}
\end{equation*}
$$

Thus we obtain the transformed wave equations as

$$
\begin{align*}
& \frac{d^{2} \bar{W}_{1}}{d y^{2}}-\left(\alpha^{2}-k_{1}^{2}\right) \bar{W}_{1}=0  \tag{19}\\
& \frac{d^{2} \bar{W}_{2}}{d y^{2}}-\left(\alpha^{2}-k_{2}^{2}\right) \bar{W}_{2}=0 \tag{20}
\end{align*}
$$

The solutions of (19) and (20), bounded as $y$ tends to infinity, are

$$
\begin{align*}
& \bar{W}_{1}(\alpha, y)=A_{1}(\alpha) e^{-\gamma_{1} \nu}, y \geq 0  \tag{21}\\
& \bar{W}_{2}(\alpha, y)=A_{2}(\alpha) e^{\gamma_{2} \nu}, y \leq 0 \tag{22}
\end{align*}
$$

where

$$
\begin{align*}
\gamma_{1} & =\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}  \tag{23}\\
\gamma_{2} & =\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2} . \tag{24}
\end{align*}
$$

Introducing for a complex $\alpha$

$$
\begin{align*}
& G_{+}(\alpha)=\frac{1}{\sqrt{2 \pi}} \int_{L}^{\infty} \tau_{y z}^{(1)}(x, 0) e^{i \alpha(x-1)} d x  \tag{25}\\
& G_{-}(\alpha)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{-L} \tau_{y z}^{(1)}(x, 0) e^{i \alpha(x+1)} d x \tag{26}
\end{align*}
$$

and $\quad G_{1}(\alpha)=\frac{1}{\sqrt{2 \pi}} \int_{-L}^{L} \tau_{y z}^{(1)}(x, 0) e^{i \alpha x} d x$
the transformed stress at the interface $y=0$.can be written as

$$
\begin{equation*}
\bar{\tau}_{y z}^{(1)}(\alpha, 0)=G_{+}(\alpha) e^{i \alpha t}+G_{1}(\alpha)+G_{-}(\alpha) e^{-i \alpha l} . \tag{28}
\end{equation*}
$$

Using the boundary condition (12) we note that

$$
\begin{equation*}
G_{1}(\alpha)=\frac{-P_{0}}{\sqrt{2 \pi} i \alpha}\left[e^{i \alpha l}-e^{-i \alpha l}\right] . \tag{29}
\end{equation*}
$$

Further using the fact that

$$
\begin{equation*}
\bar{T}_{y z}^{(1)}(\alpha, 0)=-\mu_{1} \gamma_{1} A_{1}(\alpha) \tag{30}
\end{equation*}
$$

we obtain from (28)

$$
\begin{equation*}
-\mu_{1} \gamma_{1} A_{1}(\alpha)=G_{+}(\alpha) e^{i \alpha!}+G_{-}(\alpha) e^{-i \alpha!}-\frac{P 0}{\sqrt{2 \pi} i \alpha}\left[e^{i \alpha l}-e^{-i \alpha t}\right] . \tag{31}
\end{equation*}
$$

Since from (12) and (13) stress $\tau_{y z}$ is continuous at all points of the interface so we obtain

$$
\begin{equation*}
A_{2}(\alpha)=-\frac{\mu_{1} \gamma_{1}}{\mu_{2} \gamma_{2}} A_{1}(\alpha) \tag{32}
\end{equation*}
$$

so (21) and (22) take the forms

$$
\begin{align*}
& \bar{W}_{1}(\alpha, y)=A_{1}(\alpha) e^{-\gamma_{1} y}, y \geq 0  \tag{33}\\
& \bar{W}_{2}(\alpha, y)=-\frac{\mu_{1} \gamma_{1}}{\mu_{2} \gamma_{2}} A_{1}(\alpha) e^{\gamma y}, y \leq 0
\end{align*}
$$

Now $\bar{W}_{1}\left(\alpha, 0^{+}\right)-\bar{W}_{2}\left(\alpha, 0^{-}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-1}^{i}\left[W_{1}\left(x, 0^{+}\right)-W_{2}\left(x, 0^{-}\right)\right] e^{i \alpha x} d x$

$$
\begin{equation*}
=B(\alpha) \quad \text { (say) } \tag{35}
\end{equation*}
$$

which is the measure of the discontinuity of displacement along the surface of the crack. From (35) we get

$$
\begin{equation*}
A_{1}(\alpha)=\frac{\mu_{2} \gamma_{2} B(\alpha)}{\mu_{1} \gamma_{1}+\mu_{2} \dot{\gamma}_{2}} . \quad, \quad, \quad, \quad, \tag{36}
\end{equation*}
$$

Eliminating $A_{1}(\alpha)$ from (31) and (36) we obtain an extended Wiener-Hopf equation, namely

$$
\begin{align*}
G_{+}(\alpha) & e^{i a l}+G_{-}(\alpha) e^{-i \alpha!}+B(\alpha) K(\alpha) \\
& =\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\left[e^{i u x l}-e^{-i \alpha}\right] \tag{37}
\end{align*}
$$

where

$$
\begin{align*}
& K(\alpha)=\frac{\mu_{1} \mu_{2} \gamma_{1} \gamma_{2}}{\mu_{1} \gamma_{1}+\mu_{2} \gamma_{2}}=\frac{\mu_{1} \mu_{2}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}}{\left(\mu_{1}+\mu_{2}\right)} \cdot R(\alpha)  \tag{38}\\
& R(\alpha)=\frac{\left(\mu_{1}+\mu_{2}\right)\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}{\mu_{1}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}+\mu_{2}\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}} . \tag{39}
\end{align*}
$$

In order to solve the Wiener-Hopf equation given by (37) we assume that the branch points $\alpha=k_{1}$ and $k_{2}$ of $K(\alpha)$ possess a small imaginary part such that

$$
k_{1}=k_{1}+i k_{i} \text { and } k_{2}=k_{2}+i k_{2}^{\prime}
$$

where $k_{1}^{\prime}$ and $k_{2}^{\prime}$ are infinitesimally small positive quantities which would ultimately be made to tend to zero.

Now we write $K(\alpha)=K_{+}(\alpha) K_{-}(\alpha)$ where $K_{+}(\alpha)$ is analytic in the upper half plane $\operatorname{Im} \alpha>-k_{2}^{\prime}$ whereas $K_{-}(\alpha)$ is analytic in the lower half plane given by Im $\alpha<k_{2}^{\prime}$. Since $\tau_{r=}(\underset{y}{r} 0)$ decreases exponentially as $x- \pm \infty, G_{+}(\alpha)$ and $G_{-}(\alpha)$ have the same common region of regularity as $K_{+}(\alpha)$ and $K_{-}(\alpha)$.


Fic. 1. Path of integration in the complex $s$-plane.
Now (37) can easily be expressed as two integral equations relating $G_{+}(\alpha)$, $G_{-}(\alpha)$ and $B(\alpha)$ as follows:

$$
\begin{align*}
& \frac{G_{+}(\alpha)}{K_{+}(\alpha)}-\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\left[\frac{1}{K_{+}(\alpha)}-\frac{1}{K_{+}(0)}\right] \\
& \quad+\frac{1}{2 \pi i} \int_{C_{+}} \frac{e^{-2 i s l}}{(s-\alpha) K_{+}(s)}\left[G_{-}(s)+\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s \\
& =-B(\alpha) K_{-}(\alpha) e^{-i \alpha l}+\frac{P_{0}}{\sqrt{2 \pi i \alpha K_{+}(0)}}-\frac{1}{2 \pi i} \cdot \int_{C_{-}} \\
& \frac{e^{-2 i s i}}{(s-\alpha) K_{+}(s)}\left[G_{-}(s)+\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s \tag{40}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{G_{-}(\alpha)}{K_{-}(\alpha)}+\frac{P_{0}}{\sqrt{2 \pi} i \alpha K_{-}(\alpha)}+\frac{1}{2 \pi i} \int_{C_{-}} \frac{e^{2 i s l}}{(s-\alpha) K_{-}(s)} \\
& {\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s } \\
= & -B(\alpha) K_{+}^{\prime}(\alpha) e^{i \alpha t}-\frac{1}{2 \pi i} \int_{C_{+}} \frac{e^{2 i s l}}{(s-\alpha) K_{-}(s)}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s \tag{41}
\end{align*}
$$

where $C_{+}$and $C_{-}$are the straight contours below the pole at $s=0$ and situated within the common region of regularity of $G_{+}(s), G_{-}(s), K_{+}(s)$ and $K_{-}(s)$ as shown in Fig. 1.

In (40), the left-hand side is analytic in the upper half plane whereas the righthand side is analytic in the lower-half plane and both of them are equal in the comimon region of analyticidy of these two functions. So by analytic continuation, both sides of (40) are analytic in the whole of the $s$-plane. Now since

|  | $\tau_{y=}-(x \mp L)^{-1 / 2}$ | as $x- \pm L$ |
| :--- | :--- | :--- |
| so $\quad G_{ \pm}(\alpha) \sim \alpha^{-1 / 2}$ | as $\|\alpha\|-\infty$ |  |
| and also $\quad K_{ \pm}(\alpha)-\alpha^{1 / 2}$ | as $\|\alpha\|-\infty$ |  |

so ir follows that

$$
\frac{G_{ \pm}(\alpha)}{K_{ \pm}(\alpha)}-\alpha^{-1} \quad . \quad \text { as }|\alpha|-\infty .
$$

Therefore by Liouville's theorem, both sides of (40) are equal to zero. Equation (41) can be treated similarly.

Therefore from (40) and (41) we obtain the system of integral equations given by

$$
\begin{align*}
& {\left[G_{+}(\alpha)-\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\right] \frac{1}{K_{+}(\alpha)}+\frac{P_{0}}{\sqrt{2 \pi} i \alpha K_{+}(0)}} \\
& \quad+\frac{1}{2 \pi i} \int_{C_{+}} \frac{e^{-2 i s l}}{(s-\alpha) K_{+}(s)}\left[G_{-}(s)+\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s=0 \tag{42}
\end{align*}
$$

and

$$
\begin{align*}
= & {\left[G_{-}(\alpha)+\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\right] \frac{1}{K_{-}(\alpha)}+\frac{1}{2 \pi i} \int_{C_{-}}^{-} \frac{e^{2 i s l}}{(s-\alpha) K_{-}(s)} } \\
& {\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s=0 . } \tag{43}
\end{align*}
$$

Since $\tau_{y z}^{(1)}(x, 0)$ is an even function of $x$, so from (25) and (26) it can be shown that $G_{+}(-\alpha)=G_{-}(\alpha)$ and it has been shown in the appendix that $K_{+}(-\alpha)=i K_{-}(\alpha)$. Using these results and replacing $\alpha$ by $-\alpha$ and $s$ by $-s$ in (42) it can easily be shown that equations (42) and (43) are identical. So $G_{+}(\alpha)$ and $G_{-}(\alpha)$ are to be determined from any one of the integral equation (42) or (43).

## 3. High Frequency Solution of the Integral Equation

To solve the integral equation (43) in the case when normalized wave number $k_{1} \backslash>1$, the integration along the path $C_{-}$in (43) is replaced by the integration round the circular contour $C_{0}$ round the pole at $s=0$ and by the integration along the contours $C_{k_{1}}$ and $C_{k_{2}}$ round the branch cuts thyough the branch points $k_{1}$ and $k_{2}$ of the function $K_{-}^{*}(s)$ as shown in Fig. 2.


Fig. 2. Path of integration $C_{0}, C_{k_{1}}, \ddot{C}_{k_{2}}$.

Thus eqn. (43) takes the form

$$
\begin{align*}
& {\left[G_{-}(\alpha)+\frac{P_{0}}{\sqrt{2 \pi} i \alpha}\right]-\frac{P_{0} K_{-}(\alpha)}{\sqrt{2 \pi} i \alpha K_{-}(0)}} \\
& \quad+\frac{K_{-}(\alpha)}{2 \pi i} \int_{c_{k_{1}}+c_{k_{1}}} \frac{\exp (2 i s l)}{(s-\alpha) K_{-}(s)}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s=0 \tag{44}
\end{align*}
$$

Now

$$
\begin{aligned}
& \int_{C_{k_{1}}} \frac{\exp (2 i s l)}{(s-\alpha) K_{-}(s)}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s \\
& \quad=\frac{1}{\mu_{1}} \int_{C_{k_{1}}} \frac{e^{2 i s \ell} K_{+}(s)}{(s-\alpha)\left(s^{2}-k_{1}^{2}\right)^{3 / 2}}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s
\end{aligned}
$$

which can easily be evaluated when $k_{1} \mathcal{L} \gg 1$ and -is found to be equal to

$$
\begin{equation*}
-\frac{1}{\mu_{1}} \sqrt{\frac{\pi}{k_{1} l}} \frac{\exp \left(2 i k_{1} l\right) K_{+}\left(k_{1}\right) e^{i \pi / 4}}{\left(k_{1}-\alpha\right)}\left[G_{+}\left(k_{1}\right)-\frac{P_{0}}{\sqrt{2 \pi} i k_{1}}\right] . \tag{45}
\end{equation*}
$$

Similarly for $k_{1} l \gg 1$

$$
\begin{align*}
& \int_{C_{k_{2}}} \frac{\exp (2 i s l)}{(s-\alpha) K_{-}(s)}\left[G_{+}(s)-\frac{P_{0}}{\sqrt{2 \pi} i s}\right] d s \\
= & -\frac{1}{\mu_{2}} \sqrt{\frac{\pi}{k_{2} l}} \cdot \frac{\exp \left(2 i k_{2} l\right) K_{+}\left(k_{2}\right) e^{i \pi / 4}}{\left(k_{2}-\alpha\right)}\left[G_{+}\left(k_{2}\right)-\frac{P_{0}}{\sqrt{2 \pi} i k_{2}}\right] \ldots \tag{46}
\end{align*}
$$

Using the results (45) and (46) and also the relations $G_{+}(-\alpha)=G_{-}(\alpha)$ and $K_{-}(\alpha)=-i K_{+}(\alpha)$, we obtain from (44)

$$
F_{+}(-\alpha)+\frac{A\left(k_{1}\right) F_{+}\left(k_{1}\right) e^{2 i k_{1} l}}{\mu_{1}\left(k_{1}-\alpha\right) \sqrt{k_{1} l}}+\frac{A\left(k_{2}\right) F_{+}\left(k_{2}\right) e^{2 i k_{2} l}}{\mu_{2}\left(k_{2}-\alpha\right) \sqrt{k_{2} l}}=C(\alpha)
$$

where

$$
\begin{align*}
& F_{+}(\xi)=\frac{1}{K_{-}(-\xi)}\left[G_{+}(\xi)-\frac{P_{0}}{\sqrt{2} x i \xi}\right]  \tag{48}\\
& A(\xi)=\frac{\left[K_{+}(\xi)\right]^{2} e^{i \pi / 4}}{2 \sqrt{\pi}} \tag{49}
\end{align*}
$$

and

$$
\begin{equation*}
C(\xi)=\frac{\cdot P_{0}}{\sqrt{2 \pi} i K_{-}(0) \xi} \tag{50}
\end{equation*}
$$

Substituting $\alpha=-k_{1}$ and $\alpha=-k_{2}$ in (47) we obtain respectively the equations

$$
\begin{equation*}
\left[1+\frac{A\left(k_{1}\right) e^{2 i k_{1} l}}{2 \mu_{1} k_{1} \sqrt{k_{1} l}}\right] F_{+}\left(k_{1}\right)+\frac{A\left(k_{2}\right) F_{+}\left(k_{2}\right) e^{2 i k_{2} l}}{\mu_{2}\left(k_{1}+k_{2}\right) \sqrt{k_{2} l}}=-C\left(k_{1}\right) \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{A\left(k_{1}\right) \cdot e^{2 i k_{1} l}}{\mu_{1}\left(k_{1}+k_{2}\right) \sqrt{k_{1} l}} F_{+}\left(k_{1}\right)+\left[1+\frac{A\left(k_{2}\right) e^{2 i k_{2} l}}{2 \mu_{2} k_{2} \sqrt{k_{2} l}}\right] F_{+}\left(k_{2}\right)=-C\left(k_{2}^{\dot{\prime}}\right) \tag{52}
\end{equation*}
$$

Now solving (51) and (52) we get

$$
\begin{equation*}
F_{+}\left(k_{1}\right)=C\left(k_{1}\right)\left[\frac{A\left(k_{2}\right)\left(k_{1}-k_{2}\right) e^{2 i k_{2} l}}{2 \mu_{2} k_{2}\left(k_{1}+k_{2}\right) \sqrt{k_{2} l}}-1\right] L\left(k_{1}, k_{2}\right) \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{+}\left(k_{2}\right)=C\left(k_{2}\right)\left[\frac{A\left(k_{1}\right)\left(k_{2}-k_{1}\right) e^{2 i k_{1} l}}{2 \mu_{1} k_{1}\left(k_{1}+k_{2}\right) \sqrt{k_{1} l}}-1\right] L\left(k_{1}, k_{2}\right) \tag{54}
\end{equation*}
$$

where

$$
\begin{align*}
& L\left(k_{1}, k_{2}\right)=\left[1+\frac{A\left(k_{1}\right) e^{2 i k_{1} l}}{2 \mu_{1} k_{1} \sqrt{k_{1} l}}+\frac{A\left(k_{2}\right) e^{2 i k_{1} l}}{2 \mu_{2} k_{2} \sqrt{k_{2} l}}\right. \\
&\left.+\frac{A\left(k_{1}\right) A\left(k_{2}\right)\left(k_{1}-k_{2}\right)^{2} e^{2 i\left(k_{1}+k_{2}\right) /}}{4 \mu_{1} \mu_{2} k_{1} k_{2}\left(k_{1}+k_{2}\right)^{2} \sqrt{l k_{1}} \sqrt{l k_{2}}}\right]^{-1} \tag{55}
\end{align*}
$$

Now expanding $L\left(k_{1}, k_{2}\right)$ and neglecting higher order terms of $/ \sqrt{k_{1} l}$ and $/ \sqrt{k_{2} l}$ and using (47) we get
$G_{-}(\alpha)=-C(\alpha) K_{-}(0)+C(\alpha) K_{-}(\alpha)$

$$
\begin{align*}
& +\frac{K_{-}(\alpha) A\left(k_{1}\right) e^{2 i k_{1} l} \cdot C\left(k_{1}\right)}{\mu_{1}\left(k_{1}-\alpha\right) \sqrt{k_{1} l}}\left[1-\frac{A\left(k_{1}\right) e^{2 i k_{1} l}}{2 \mu_{1} k_{1} \sqrt{k_{1} l}}-\frac{A\left(k_{2}\right) k_{1} e^{2 i k_{2} l}}{\mu_{2} k_{2} \sqrt{k_{2} l}\left(k_{1}+k_{2}\right)}\right] \\
& +\frac{K_{-}(\alpha) A\left(k_{2}\right) e^{2 i k_{2} l} \cdot C\left(k_{2}\right)}{\mu_{2}\left(k_{2}-\alpha\right) \sqrt{k_{2} l}}\left[1-\frac{A\left(k_{1}\right) k_{2} e^{2 i k_{1} l}}{\mu_{1} k_{1} \sqrt{k_{1} l}\left(k_{1}+k_{2}\right)}-\frac{A\left(k_{2}\right) e^{2 i k_{2} l}}{2 \mu_{2} k_{2} \sqrt{k_{2} l}}\right] \tag{56}
\end{align*}
$$

Now replacing $\alpha$ by $-\alpha$ and using $C(-\alpha)=-C(\alpha)$. We have

$$
\begin{align*}
& G_{+}(\alpha)=C(\alpha) K_{-}(0)-C(\alpha) K_{-}(-\alpha) \\
& +\frac{K_{-}(-\alpha) A\left(k_{1}\right) e^{2 i k_{1} l} \cdot C\left(k_{1}\right)}{\mu_{1}\left(k_{1}+\alpha\right) \sqrt{k_{1} l}}\left[1-\frac{A\left(k_{1}\right) e^{2 i k_{1} l}}{2 \mu_{1} k_{1} \sqrt{k_{1} l}}-\frac{A\left(k_{2}\right) k_{1} e^{2 i k_{1} l}}{\mu_{2} k_{2} \sqrt{k_{2} l}\left(k_{1}+k_{2}\right)}\right] \\
& +\frac{K_{-}(-\alpha) A\left(k_{2}\right) e^{2 i k_{2} l} \cdot C\left(k_{2}\right)}{\mu_{2}\left(k_{2}+\alpha\right) \sqrt{k_{2} l}}\left[1-\frac{A\left(k_{1}\right) k_{2} e^{2 i k_{1} l}}{\mu_{1} k_{1} \sqrt{k_{1} l}\left(k_{1}+k_{2}\right)}-\frac{A\left(k_{2}\right) e^{2 i k_{2} l}}{2 \mu_{2} k_{2} \sqrt{k_{2} l}}\right] \tag{57}
\end{align*}
$$

## 4. Stress Intenstity Factor and Crack Opening Displacement near the Crack Tips

Now as $\alpha \rightarrow \infty$

$$
\begin{aligned}
& K_{-}(-\alpha)=-i K_{+}(\alpha)=-i\left(\alpha+k_{1}\right)^{1 / 2} \sqrt{\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}} \simeq-i \alpha^{1 / 2} \sqrt{\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}} \\
& \frac{K_{-}(-\alpha)}{\alpha+k_{1}} \approx-i \alpha^{-1 / 2} \sqrt{\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}} \\
& \frac{K_{-}(-\alpha)}{\alpha+k_{2}} \approx-i \alpha^{-1 / 2} \sqrt{\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}} .
\end{aligned}
$$

So as $\alpha-\infty$ we get from (56) and (57)
and

$$
\left.\begin{array}{l}
G_{+}(\alpha) \approx S \alpha^{-1 / 2}+\frac{P_{0}}{\sqrt{2} \pi i \alpha}  \tag{58}\\
G_{-}(\alpha) \approx-i S \alpha^{-1 / 2}-\frac{P_{0}}{\sqrt{2} \pi i \alpha}
\end{array}\right\}
$$

where

$$
\begin{align*}
& S=\frac{P_{0}}{\sqrt{2 \pi} K_{-}(0)}\left[1-\frac{A\left(k_{1}\right) e^{2 i k_{1} l}}{\mu_{1} k_{1} \sqrt{k_{1} l}}+\frac{A\left(k_{2}\right) e^{2 i k_{2} l}}{\mu_{2} k_{2} \sqrt{k_{2} l}}+\right. \\
& \left.+\frac{1}{2}\left(\frac{A^{2}\left(k_{1}\right) e^{4 i k_{1} l}}{\mu_{1}^{2} k_{1}^{2} k_{1} l}+\frac{A_{2}^{2}\left(k_{2}\right) e^{4 i k_{l}} l}{\mu_{2}^{2} k_{2}^{2} k_{2} l}\right)+\frac{A\left(k_{1}\right) A\left(k_{2}\right) e^{2 i\left(k_{1}+k_{2}\right) l}}{\mu_{1} k_{1} \mu_{2} k_{2} \sqrt{k_{1} l \cdot k_{2} l}}\right] \\
& \quad \times \sqrt{\frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}} . \tag{59}
\end{align*}
$$

Now from eqn. (37) using (58) and also the fact that

$$
\begin{equation*}
K(\alpha)- \pm \alpha \cdot \frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}} \text { as } \alpha \rightarrow \pm \infty \tag{60}
\end{equation*}
$$

we get

$$
\begin{array}{r}
B(\alpha)=\frac{ \pm S}{\alpha \sqrt{\alpha}}\left[i e^{-i \alpha l}-e^{i \alpha l}\right] \frac{\mu_{1}+\mu_{2}}{\mu_{1} \mu_{2}}  \tag{61}\\
\text { as } \alpha \rightarrow \pm \infty .
\end{array}
$$

Taking inverse Fourier-Transform of (35) and using the results of Fresnel integrals viz.

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sin ^{(x+1) \alpha}}{\sqrt{\alpha}} d \alpha=\sqrt{\frac{\pi}{2(x+1)}} \tag{62}
\end{equation*}
$$

We get the displacement jump across the surface of the crack as

$$
\begin{align*}
\Delta W=W_{1}(x, 0+)-W_{2}(x, 0-)= & 2 S_{1}(1-i) \sqrt{(l-x)}  \tag{63}\\
& \text { for } x \rightarrow l-0
\end{align*}
$$

and $\quad \Delta W=W_{1}(x, 0+)-W_{2}(x, 0-)=2 S_{1}(1-i) \sqrt{(x+l)}$

$$
\text { for } x--1+0
$$

where $\quad S_{1}=\frac{\left(\mu_{1}+\mu_{2}\right)}{\mu_{1} \mu_{2}} \cdot S$.
Next inorder to find the value of $\tau_{x y}$ near about the crack tip we use (61) in (36) and (32) and to obtain

$$
\begin{gather*}
A_{j}(\alpha)=\frac{(-1)^{j+1} \cdot S}{. \mu_{j} \alpha \sqrt{\alpha}}\left[i e^{-i \alpha l}-e^{i \alpha l}\right], \quad(j=1,2)  \tag{66}\\
\text { as } \alpha \rightarrow \infty
\end{gather*}
$$

and

$$
\begin{equation*}
A_{j}(\alpha)=\frac{(-1)^{j+1} \cdot S}{\mu_{j} \alpha \sqrt{-\alpha}}\left[e^{-i \alpha l}-\bar{i} e^{i \alpha l}\right], \quad(j=1,2) \tag{67}
\end{equation*}
$$

$$
\text { as } \alpha \rightarrow-\infty
$$

Now

$$
\begin{align*}
\tau_{\text {yy }}(x, y) & =\mu_{j} \frac{\partial W_{j}(x, y)}{\partial y}, j=1,2 \\
& =\mu_{j} \frac{\partial}{\partial y}\left[\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} A_{j}(\alpha) \exp ^{\left(-\gamma_{j}|y|-i \alpha x\right)} d \alpha\right] . \tag{68}
\end{align*}
$$

Substituting the values of $A_{j}(\alpha)$ as $|\alpha| \rightarrow \infty$, we can write the stress near about the crack tip as

$$
\begin{align*}
\tau_{y x}(x, y)= & \frac{S}{\sqrt{2 \pi}} \int_{0}^{\infty} \frac{e^{-\alpha|y|}}{\sqrt{\alpha}}\left[e^{i \alpha(x+1)}-i e^{i \alpha(x-1)}-i e^{-i \alpha(x+1)}+e^{-i \alpha(x-1)}\right] d \alpha \\
= & \frac{S(1-i)}{\sqrt{2 \pi}} \int_{0}^{\infty} \frac{e^{-\alpha|y|}}{\sqrt{\alpha}}[\cos \alpha(x+l)-\sin \alpha(x+1) \\
& \quad+\cos \alpha(x-l)+\sin \alpha(x-1)] d \alpha \\
& =S(1-i)\left[\frac{1}{\sqrt{r_{2}}} \sin \frac{\phi_{2}}{2}+\frac{1}{\sqrt{r_{1}}} \cos \frac{\phi_{1}}{2}\right] \tag{69}
\end{align*}
$$

near about the crack tips, where

$$
\begin{align*}
& r_{1}=\left[(x-i)^{2}+y^{2}\right]^{1 / 2}, \phi_{1}=\sin ^{-1} \frac{|y|}{r_{1}}  \tag{70}\\
& r_{2}=\left[(x+l)^{2}+y^{2}\right]^{1 / 2}, \phi_{2}=\sin ^{-1} \frac{|y|}{r_{2}} \tag{71}
\end{align*}
$$

Therefore at the interface ( $y=0$ ) we obtain

$$
\begin{array}{ll} 
& \tau_{y z}-\frac{S(1-i)}{\sqrt{x-1}} \quad \text { as } \quad x \rightarrow 1+0 \\
\text { and } & \tau_{y z}-\frac{S(1-i)}{\sqrt{-(x+1)}} \quad \text { as } \quad x \rightarrow-1-0 . \tag{73}
\end{array}
$$

Now the stress intensity factor is defined by

$$
\begin{equation*}
K=\frac{|(1-i) S| \sqrt{2 \pi k_{1}}}{P_{0}} \tag{74}
\end{equation*}
$$

The absolute value of the complex stress intensity factor defined by (74) has been plotted against $k_{1} l$ in Fig. 3 for values of $k_{1} l>1$ for the following two sets of materials, given by

First Set: Steel $\quad \rho_{1}=7.6 \mathrm{gm} / \mathrm{cm}^{3} \quad \mu_{1}=8.32 \times 10^{11}$ dyne $/ \mathrm{cm}^{2}$
Aluminium $\quad \rho_{2}=2.7 \mathrm{gm} / \mathrm{cm}^{3} \quad \mu_{2}=2.63 \times 10^{11} \mathrm{dyne} / \mathrm{cm}^{2}$
Second Set: Wrought iron $\rho_{1}=7.8 \mathrm{gm} / \mathrm{cm}^{3} \quad \mu_{1}=7.7 \times 10^{11} \mathrm{dyne} / \mathrm{cm}^{2}$
Copper $\quad \rho_{2}=8.96 \mathrm{gm} / \mathrm{cm}^{3} \mu_{2}=4.5 \times 10^{11}$ dyne $/ \mathrm{cm}^{2}$.


Fig. 3. Stress intensity factor $K$ versus dimensionless frequency $k_{1} l$.

## 5. Crack Opening Displacement at Points Away from the Crack Tips

Next in order to obtain the displacement jump for the large values of $k_{1}(l-x)$ and $k_{1}(l+x)$ we write $G_{+}(\alpha)$ and $G_{-}(\alpha)$ from (57) and (56) respectively as

$$
\begin{equation*}
G_{+}(\alpha)=\frac{P}{\alpha}-\frac{Q K_{-}(-\alpha)}{\alpha}+\frac{R\left(k_{1}, k_{2}\right) K_{-}(-\alpha)}{k_{1}+\alpha}+\frac{R\left(k_{2}, k_{1}\right) K_{-}(-\alpha)}{k_{2}+\alpha} \tag{75}
\end{equation*}
$$

and $G_{-}(\alpha)=\frac{-P}{\alpha}+\frac{Q K_{-}(\alpha)}{\alpha}+\frac{R\left(k_{1}, k_{2}\right) K_{-}(\alpha)}{k_{1}-\alpha}+\frac{R\left(k_{2}, k_{1}\right) K_{-}(\alpha)}{k_{2}-\alpha}$
where $\quad P=\frac{P_{0}}{\sqrt{2 \pi} . i}$

$$
Q=\frac{P_{0}}{\sqrt{2 \pi} i K_{-}(0)}=\frac{P}{K_{-}(0)}
$$

and

$$
\begin{equation*}
R\left(k_{m}, k_{n}\right)=\frac{Q A\left(k_{m}\right) \cdot e^{2 i k_{m} l}}{\mu_{m} k_{m} \sqrt{l k_{m}}}\left[1-\frac{e^{2 i k_{m} t \cdot A\left(k_{m}\right)}}{\sqrt{l k_{m}} 2 \mu_{m} k_{m}}-\frac{e^{2 i k_{n} l} \cdot A\left(k_{n}\right) k_{m}}{\sqrt{l k_{n}} \mu_{n} k_{n}\left(k_{m}+k_{n}\right)}\right] . \tag{78}
\end{equation*}
$$

where $m=1$ when $n=2$
and $\quad m=2$ when $n=1$.
Again using $K_{-}(-\alpha)=-i K_{+}(\alpha)$ we get from (37)

$$
\begin{align*}
B(\alpha)= & -\frac{Q i e^{i \alpha l}}{\alpha K_{-}(\alpha)}+\frac{i R\left(k_{1}, k_{2}\right) e^{i \alpha l}}{\left(k_{1}+\alpha\right) K_{-}(\alpha)}+\frac{i R\left(k_{2}, k_{1}\right) e^{i \alpha l}}{\left(k_{2}+\alpha\right) K_{-}(\alpha)} \\
& -\frac{Q e^{-i \alpha l}}{\alpha K_{+}(\alpha)}-\frac{R\left(k_{1}, k_{2}\right) e^{-i \alpha l}}{\left(k_{1}-\alpha\right) K_{+}(\alpha)}-\frac{R\left(k_{2}, k_{1}\right) e^{-i \alpha l}}{\left(k_{2}-\alpha\right) K_{+}(\alpha)} . \tag{80}
\end{align*}
$$

From (35) we get the displacement jump across the surface of the crack as

$$
\begin{equation*}
W_{1}\left(x, 0^{+}\right)-W_{2}\left(x, 0^{-}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} B(\alpha) e^{-i \alpha x} d \alpha \tag{81}
\end{equation*}
$$

Now substituting the expression of $B(\alpha)$ from (80) in (81) and approximately evaluating the integrals arising in (81) term by term for large values of $k_{1}(l-x)$, $k_{2}(l-x), k_{1}(l+x)$ and $k_{2}(l+x)$ and neglecting terms of order higher than $\left(k_{1} l\right)^{-3 / 2}$ and $\left(k_{2} l\right)^{-3 / 2}$ we obtain finally the crack opening displacement across the cracked-surface in the following form:

$$
\begin{aligned}
& \Delta W=W_{1}\left(x, 0^{+}\right)-W_{2}\left(x, 0^{-}\right)=2 \pi Q i K_{+}(0)\left(\frac{1}{\mu_{1} k_{1}}+\frac{1}{\mu_{2} k_{2}}\right) \\
& \quad+\sqrt{2} Q e^{-i \pi / 4}\left[\left(\frac{e^{i k_{1}(l-x)}}{\sqrt{k_{1}(l-x)}}+\frac{e^{i k_{1}(l+x)}}{\sqrt{k_{1}(l+x)}}\right)\right. \\
& \quad \times\left(R_{1}+\frac{R_{1} R_{11} e^{2 i k_{1} l}}{\sqrt{2 k_{1} l}}+\frac{R_{2} R_{21} e^{2 i k_{2} l}}{\sqrt{2 k_{2} l}}+\frac{R_{1}\left(R_{11}\right)^{2} e^{4 i k_{1} l}}{\sqrt{2 k_{1} l \sqrt{2 k_{1} l}}}\right. \\
& \quad+\frac{R_{2} R_{22} R_{21} e^{4 i k_{2} l}}{\sqrt{2 k_{2} l \sqrt{2 k_{2} l}}+\frac{R_{1} R_{12} R_{21} e^{2 i\left(k_{1}+k_{2}\right) l}}{\sqrt{2 k_{1} l \sqrt{2 k_{2} l}}+\frac{R_{2} R_{21} R_{11} e^{2 i\left(k_{1}+k_{2}\right) l}}{\sqrt{2 k_{1} l} \sqrt{2 k_{2} l}}}} \begin{array}{l}
+\left(\frac{e^{i k_{2}(l-x)}}{\sqrt{k_{2}(l-x)}}+\frac{e^{i k_{2}(l+x)}}{\sqrt{k_{2}(l+x)}}\right)
\end{array}
\end{aligned}
$$

$$
\begin{align*}
& \times\left(R_{2}+\frac{R_{2} R_{22} e^{2 i k_{2} l}}{\sqrt{2 k_{2} l}}+\frac{R_{1} R_{12} e^{2 i k_{1} l}}{\sqrt{2 k_{1} l}}+\frac{R_{2}\left(R_{22}\right)^{2} e^{4 i k_{2} l}}{\sqrt{2 k_{2} l} \sqrt{2 k_{2} l}}\right. \\
& \quad+\frac{R_{1} R_{11} R_{12} e^{4 i k_{1} l}}{\sqrt{2 k_{1} l} \sqrt{2 k_{1} l}}+\frac{R_{2} R_{21} R_{12} e^{2 i\left(k_{1}+k_{2}\right) l}}{\sqrt{2 k_{1} l} \sqrt{2 k_{2} l}} \\
& \left.\left.\quad+\frac{R_{1} R_{12} R_{22} e^{2 i\left(k_{1}+k_{2}\right) l}}{\sqrt{2 k_{1} l} \sqrt{2 k_{2} l}}\right)\right] \tag{82}
\end{align*}
$$

where

$$
\begin{array}{ll}
R_{1}=\frac{K_{+}\left(k_{1}\right)}{\sqrt{2} \mu_{1} k_{1}} & R_{2}=\frac{K_{+}\left(k_{2}\right)}{\sqrt{2} \mu_{2} k_{2}} \\
R_{11}=\frac{D\left[K_{+}\left(k_{1}\right)\right]^{2}}{\mu_{1}\left(k+k_{1}\right)} & R_{22}=\frac{D\left[K_{+}\left(k_{2}\right)\right]^{2}}{\mu_{2}\left(k_{2}+k_{2}\right)} \tag{83}
\end{array}
$$



Fig. 4. Normalized crack opening displacement versus normalized distance $x / l$ from the centre of the crack.

$$
\begin{gathered}
R_{21}=\frac{D \cdot K_{+}\left(K_{1}\right) K_{+}\left(k_{2}\right)}{\mu_{1}\left(k_{1}+k_{2}\right)} \quad R_{12}=\frac{D K_{+}\left(K_{1}\right) K_{+}\left(k_{2}\right)}{\mu_{2}\left(k_{1}+k_{2}\right)} \\
D=(-1) \frac{e^{i \pi / 4}}{\sqrt{2 \pi}}
\end{gathered}
$$

Expressions in (63) and (64) give the displacement jump nearabout the crack tips where as the displacement jump at points away from the crack tips are given by (82).

From these two results we can obtain the crack opening displacement at any point of the crack surface $-l<x<l, y=0$.

Here also normalized crack opening displacement has been plotted against normalized distance $x / L$ from the centre of the crack for two different sets of materials in Fig. 4. It is interesting to note that oscillatory nature of the crack opening displacement increases with the increase of frequencies as a result of the interference of waves inside the crack. Further we note that amplitude of the crack opening displacement decreases with the increase of frequency.


Fig. 5. Complex z-plane.


Fig. 6. Path of integration round the branch points.

## References

1. K. N. Srivastava, R. M. Palaiya and D. S. Karaulia, Int. J. Fract. 16 (1980), 349-58.
2. S. J. Chang, Quart. J. Mech. Appl. Math. 24 (1971), 424-43.
3. P. S. Keogh, Quart. J. Mech. Appl. Math. 38 (1985), 185-204.
4. P. S. Keogh, Quart. J. Mech. Appl. Math. 38 (1985), 205-32.
5. F. L. Neerhoff, Appl. Sci. Res., 35 (1979), 265-315.
6. A. Y. Kuo, J. Appl. Mech. 51 (1984), 71-76.
7. A. K. Mal, Int. J. Engng. Sci. 8 (1970), 763-76.

## Appendix A

$$
K(\alpha)=\frac{\mu_{1} \mu_{2}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}}{\left(\mu_{1}+\mu_{2}\right)} R(\alpha)
$$

where

$$
R(\alpha)=\frac{\left(\mu_{1}+\mu_{2}\right)\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}{\mu_{1}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}+\mu_{2}\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}
$$

Put $\quad m=\frac{\mu_{2}}{\mu_{1}}$.

Therefore

$$
\begin{equation*}
K(\alpha)=\frac{\mu_{2}\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}}{1+m} R(\alpha) \tag{Al}
\end{equation*}
$$

where

$$
R(\alpha)=\frac{(1+m)\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}{\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}+m\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}-1 \text { as }|\alpha| \rightarrow \infty
$$

Now

$$
R_{+}(\alpha) R_{-}(\alpha)=\frac{1}{\frac{m}{1+m}+\frac{\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}}{(m+1)\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}}
$$

Therefore

$$
\log R_{+}(\alpha)+\log R_{-}(\alpha)=\log \frac{1}{\frac{m}{1+m}+\frac{\left(\alpha^{2}-k_{1}^{2}\right)^{1 / 2}}{(m+1)\left(\alpha^{2}-k_{2}^{2}\right)^{1 / 2}}}=\log R(\alpha)
$$

$$
\begin{aligned}
\therefore \quad \log R_{+}(\alpha) & =\frac{1}{2 \pi i} \int_{C_{L}} \frac{\log R(z)}{(z-\alpha)} d z \\
& =\frac{1}{2 \pi i} \int_{-i c-\infty}^{-i c+\infty} \frac{\log R(z)}{(z-\alpha)} d z
\end{aligned}
$$

where the path of integration $C_{L}$ is shown in Fig. 5 . Putting $z=-z$ and using the fact that $R(z)=R(-z)$, we get

$$
\begin{aligned}
\log R_{+}(\alpha) & =-\frac{1}{2 \pi i} \int_{i c-\infty}^{i c+\infty} \frac{\log R(z)}{(z+\alpha)} d z \\
& =-\frac{1}{2 \pi i} \int_{c_{1}} \frac{\log R(z)}{(z+\alpha)} d z
\end{aligned}
$$

where $C_{1}$ is the contour round the branch points $k_{1}$ and $k_{2}$ as shown in Fig. 6.
So,

$$
\begin{aligned}
\log R_{+}(\alpha)= & \frac{1}{2 \pi i} \int_{C_{1}} \frac{\log \left[\frac{m}{m+1}+\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{(m+1)\left(z^{2}-k_{2}^{2}\right)^{1 / 2}}\right]}{(z+\alpha)} d z \\
= & \frac{1}{2 \pi i} \int_{k_{1}}^{k_{2}} \frac{\log \left[1+\frac{i\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right]}{(z+\alpha)} \\
& -\frac{1}{2 \pi i} \int_{k_{1}}^{k_{2}} \frac{\log \left[1-\frac{i\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right]}{(z+\alpha)} d z \\
= & \frac{1}{\pi} \int_{k_{1}}^{k_{2}} \frac{\tan ^{-1}\left[\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{\left.m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}\right]}\right.}{(z+\alpha)} d z \\
\therefore R_{+}(\alpha)= & \exp \left[\frac{1}{\pi} \int_{k_{1}}^{k_{2}} \frac{\tan ^{-1}\left[\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right]}{(z+\alpha)} d z\right]
\end{aligned}
$$

Similarly

$$
R_{-}(\alpha)=\exp \left[\frac{1}{\pi} \int_{k_{1}}^{k_{2}} \frac{\tan ^{-1}\left[\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k^{2}-z^{2}\right)^{1 / 2}}\right]}{(z-\alpha)} d z\right]
$$

Therefore from (Al) we can write

$$
K_{+}(\alpha)=\frac{\sqrt{\mu}_{2}\left(\alpha+k_{1}\right)^{1 / 2}}{\sqrt{(1+m)}} \cdot \exp \left[\frac{1}{\pi} \int_{k_{1}}^{k_{2} \tan ^{-1}\left[\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right]}(z+\alpha) \quad d z\right] \ldots(\mathrm{A} 2)
$$

and

$$
K_{-}(\alpha)=\frac{\sqrt{\mu}_{2}\left(\alpha-k_{1}\right)^{1 / 2}}{\sqrt{(1+m)}} \cdot \exp \left[\frac{1}{\pi} \int_{k_{1}}^{k_{2}} \frac{\tan ^{-1}\left[\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right]}{(z-\alpha)} d z\right] \ldots(\mathrm{A} 3)
$$

Hence from (A2) and (A3) we get

$$
\left.\left.\begin{array}{rl}
K_{+}(-\alpha) & =\frac{\sqrt{\mu}_{2} i\left(\alpha-k_{1}\right)^{1 / 2}}{\sqrt{(1+m)}} \cdot \exp \left[\frac{1}{\pi} \int_{k_{1}}^{k_{2 \tan }{ }^{-1}\left[\frac{\left(z^{2}-k_{1}^{2}\right)^{1 / 2}}{m\left(k_{2}^{2}-z^{2}\right)^{1 / 2}}\right]}\right. \\
& =i K_{-}(\alpha) \\
(z-\alpha)
\end{array}\right]\right]
$$

# HIGH FREQUENCY SCATTERING OF PLANE HORIZONTAL SHEAR WAVES BY A GRIFFITH CRACK PROPAGATING ALONG THE BIMATERIAL INTERFACE 

S. C. PAL<br>Computer Centre, University of North Bengal, Darjeeling District, West Bengal 734 430, India

M. L. GHOSH

Department of Mathematics. University of North Bengal. Darjeeling District, West Bengal 734 430. India


#### Abstract

The problem of diffraction of horizontally polarized shear waves by a finite crack moving on a bimaterial interface is studied. In order to obtain a high frequency solution, the problem is formulated as an extended Wiener-Hopf problem. The expressions for the dynamic stress intensity factor at the crack tip and the crack opening displacement are derived for the case of wave lengths which are short compared to the length of the crack. The dynamic stress intensity factor for high frequencies is illustrated graphically for two pairs of different types of material for different crack velocities and angles of incidence.


## 1. INTRODUCTION ${ }^{\circ}$

Scattering of elastic waves by a stationary or a moving crack of finite length at the interface of two dissimilar elastic materials is important in view of its application in fracture mechanics as well as in seismology. Recently, Takei et al. [1] considered the problem of diffraction of transient horizontal shear waves by a finite crack lying on a bimaterial interface. The method of solution was extended by Ueda et al. [2] to solve the problem of torsional impact response of a penny shaped interface crack. Srivastava et al. [3] also considered the low frequency aspect of the interaction of an antiplane shear wave by a Griffith crack at the interface of two bonded dissimilar elastic half spaces.

In the case of cracks of finite size. travelling at a constant velocity, loads, for mathematical simplicity, are usually assumed to be independent of time. However, in practice, structures are often required to sustain oscillating loads where the dynamic disturbances propagate through the elastic medium in the form of stress waves. The problem of diffraction of a plane harmonic polarized shear wave by a half plane crack extended under antiplane strain was first studied by Jahanshahi [4]. Later Chen and Sih [5] considered the interaction of stress waves with a semi-infinite running crack under either the plane strain or the generalized plane stress condition. Sih and Loeber [6] and Chen and Sih [7] also considered the problem of scattering of plane harmonic waves by a running crack of finite length. In both the cases the problem was reduced to a system of simultaneous Fredholm integral equations which were solved numerically.

In the present paper, we have investigated the high frequency solution of the problem of diffraction of horizontally polarized shear waves by a finite crack moving on a bimaterial interface. The high frequency solution of the diffraction of elastic waves by a crack of finite size is important in view of the fact that the transient solution close to the wave front can be represented by an integral of the high frequency component of the solution. In order to solve the problem, following the method of Chang [8], the problem has been formulated as an extended Wiener-Hopf equation and the asymptotic solutions for high frequencies or for wave lengths which are short compared to the length of the crack have been derived. Expressions for the dynamic stress intensity factor at the crack tip and the crack opening displacement have been derived. The dynamic stress intensity factor for high frequencies has been illustrated graphically for two pairs of different types of materials for different crack velocities and angles of incidence.

## 2. FORMULATION OF THE PROBLEM AND ITS SOLUTION

Let a plane crack of width $2 L$ move at a constant velocity $V$ at the interface of two bonded dissimilar elastic semi-infinite media due to the incidence of the plane horizontal SH-wave

$$
\begin{equation*}
W_{i}=A \exp \left[-\left\{k_{1}\left(X \cos \theta_{1}+Y \sin \theta_{1}\right)+\Omega T\right\}\right] \tag{1}
\end{equation*}
$$

## Incident SH-wave



Fig. 1. Running interface crack.
in the medium. The crack lies on the bimaterial interface along $Y=0$ with respect to the fixed rectangular co-ordinate system ( $X, Y, Z$ ) as shown in Fig. 1.'

We assume that the displacement and stress fields $W_{j}, \tau_{\gamma z_{j}}(j=1,2)$ are

$$
\begin{gather*}
W_{j}=W_{j}(X, Y, T)  \tag{2}\\
\tau_{Y Z_{j}}=\mu_{j} \frac{\partial W_{j}(X, Y)}{\partial Y}, \tag{3}
\end{gather*}
$$

in which subscripts $j=1,2$ refer to the upper and lower half planes, respectively, $T$ denotes time and $\mu_{j}$ is the shear modulus of elasticity. The displacement $W_{j}$ is governed by the classical wave equation

$$
\begin{equation*}
\frac{\partial^{2} W_{j}}{\partial X^{2}}+\frac{\partial^{2} W_{j}}{\partial Y^{2}}=\frac{1}{c_{j}^{2}} \frac{\partial^{2} W}{\partial T^{2}},(j=1,2) \tag{4}
\end{equation*}
$$

where $c_{j}=\left(\mu_{j} / \rho_{j}\right)^{1 / 2}$ is the shear. wave velocity and $\rho_{j}$ is the density of the material. Without any loss of generality, we further assume that $c_{1}>c_{2}$.

Due to the incident wave given by (1), reflected and transmitted waves in the absence of the crack may be written in the form

$$
\begin{equation*}
W_{r}=B \exp \left[-i\left\{k_{1}\left(X \cos \theta_{1}-Y \sin \theta_{1}\right)+\Omega T\right\}\right] \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{T}=C \exp \left[-i\left\{k_{2}\left(X \cos \dot{\theta}_{2}+Y \sin \theta_{2}\right)+\Omega T\right\}\right] \tag{6}
\end{equation*}
$$

where

$$
\begin{gather*}
B=\frac{k_{1} \sin \theta_{1}-m k_{2} \sin \theta_{2}}{k_{1} \sin \theta_{1}+m k_{2} \sin \theta_{2}} A  \tag{7}\\
C=\frac{2 k_{1} \sin \theta_{1}}{k_{1} \sin \theta_{1}+m k_{2} \sin \theta_{2}} A  \tag{8}\\
m=\mu_{2} / \mu_{1} \text { and } k_{1} \cos \theta_{1}=k_{2} \cos \theta_{2} . \tag{9}
\end{gather*}
$$

$A, B, C$ are incident, reflected and transmitted wave amplitude, $k_{j}$ is the wave number, $\Omega=k_{j} c_{j}$ is the circular frequency and $\theta_{1}, \theta_{2}$ are the angles of incidence and refraction, respectively.

A set of moving co-ordinates $\left(x, y_{j}, z, t\right)$ attached to the centre of the crack moving at a constant velocity $V$ is introduced in accordance with

$$
\begin{equation*}
x=X-V t, \quad y_{j}=s_{j} Y, \quad z=Z, \quad t=T, \tag{10}
\end{equation*}
$$

where $s_{j}=\left(1-M_{j}^{2}\right)^{1 / 2}$ and $M_{j}=V / c_{j}$ is the Mach number.

In terms of the translating co-ordinates $x, y_{j}$, eq. (4) becomes

$$
\begin{equation*}
\frac{\partial^{2} W_{j}}{\partial x^{2}}+\frac{\partial^{2} W_{j}}{\partial y_{j}^{2}}+\frac{1}{c_{j}^{2} s_{j}^{2}} \frac{\partial}{\partial t}\left[2 M_{j} c_{j} \frac{\partial W_{j}}{\partial x}-\frac{\partial W_{j}}{\partial t}\right]=0 . \tag{11}
\end{equation*}
$$

In the moving system ( $x, y, z, t$ ) eqs (1), (5) and (6) take the form

$$
\mathrm{e}^{-\omega \Delta t}\left[\begin{array}{l}
W_{i}  \tag{12}\\
W_{r} \\
W_{T}
\end{array}\right]=\left[\begin{array}{l}
A \exp \left[-i\left\{k_{1}\left(x \cos \theta_{1}+\frac{y_{1}}{s_{1}} \sin \theta_{1}\right)+\omega t\right\}\right] \\
B \exp \left[-i\left\{k_{1}\left(x \cos \theta_{1}-\frac{y_{1}}{s_{1}} \sin \theta_{1}\right)+\omega t\right\}\right] \\
C \exp \left[-i\left\{k_{2}\left(x \cos \theta_{2}+\frac{y_{2}}{s_{2}} \sin \theta_{2}\right)+\omega t\right\}\right]
\end{array}\right],
$$

where $\omega=\Omega \alpha$ and $\alpha=\left(1+M_{1} \cos \theta_{1}\right)=\left(1+M_{2} \cos \theta_{2}\right)$.
In view of eq. (12) we take the solution of (11) as

$$
\begin{equation*}
W_{j}\left(x, y_{j}\right) \mathrm{e}^{-i \omega t}=w_{j}\left(x, y_{j}\right) \exp \left[i\left(M_{j} \lambda_{j} x-\omega t\right)\right] . \tag{1}
\end{equation*}
$$

Substitution of eq. (13) into eq. (11) yields the Helmholtz equation governing $w_{j}$ :

$$
\begin{equation*}
\frac{\partial^{2} w_{j}}{\partial x^{2}}+\frac{\partial^{2} w_{j}}{\partial y_{j}^{2}}+\lambda_{j}^{2} w_{j}=0 \quad(j=1,2) \tag{14}
\end{equation*}
$$

where

$$
\lambda_{j}=\frac{k_{j} \alpha}{s_{j}^{2}} .
$$

Applying Fourier transform, eq. (14) can be solved and the result is

$$
\begin{array}{ll}
w_{1}\left(x, y_{1}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} B_{1}(\xi) \exp \left[-i \xi x-\left(\xi^{2}-\lambda_{1}^{2}\right)^{1 / 2} y_{1}\right] \mathrm{d} \xi, & y_{1}>0 \\
w_{2}\left(x, y_{2}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} B_{2}(\xi) \exp \left[-i \xi x+\left(\xi^{2}-\lambda_{2}^{2}\right)^{1 / 2} y_{2}\right] \mathrm{d} \xi, & y_{2}<0 . \tag{16}
\end{array}
$$

From (13), (15) and (16) we obtain the displacement components due to scattered field as

$$
\begin{array}{ll}
W_{1}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} A_{1}(\xi) \exp \left[-i \xi x-v_{1} y_{1}\right] \mathrm{d} \xi, & y_{1}>0 \\
W_{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} A_{2}(\xi) \exp \left[-i \xi x+v_{2} y_{2}\right] \mathrm{d} \xi, & y_{2}<0, \tag{18}
\end{array}
$$

where

$$
\begin{equation*}
v_{j}=\left[\left(\xi+\lambda_{j} M_{j}\right)^{2}-\lambda_{j}^{2}\right]^{1 / 2}, \quad j=1,2 . \tag{19}
\end{equation*}
$$

$A_{1}(\xi)$ and $A_{2}(\xi)$ are the unknown quantities to be determined from the following boundary conditions:

$$
\begin{gather*}
\mu_{1} s_{1} \frac{\partial W_{1}}{\partial y_{1}}=\mu_{2} s_{2} \frac{\partial W_{2}}{\partial y_{2}}, \quad \text { for all } x, y=0  \tag{2}\\
W_{1}=W_{2}, \quad|x|>L, \quad y=0  \tag{21}\\
\frac{\partial W_{1}}{\partial y_{1}}+\frac{\partial W_{i}}{\partial y_{1}}+\frac{\partial W_{r}}{\partial y_{1}}=0, \quad|x|<L, \quad \mid y=0+. \tag{22}
\end{gather*}
$$

From the boundary condition (22) we obtain

$$
\begin{equation*}
\frac{\partial W_{1}}{\partial y_{1}}=A_{1} \exp \left[-i k_{1} x \cos \theta_{1}\right], \quad|x|<L, \quad y=0 \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{1}=\frac{i(A-B) k_{1} \sin \theta_{1}}{s_{1}} \tag{24}
\end{equation*}
$$

Using (17), the above equation can be written as

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} A_{1}(\xi) v_{1} \exp [-i \xi x] \mathrm{d} \xi & =-A_{1} \exp \left[-i k_{1} x \cos \theta_{1}\right], \quad-L<x<L \\
& =P(x), \quad x>L \quad \text { (say) } \\
& =Q(x), \quad x<-L \quad \text { (say) } .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
A_{1}(\xi) v_{1}=\exp [i \xi L] G_{+}(\xi)+\exp [-i \xi L] G_{-}(\xi)-\frac{A_{1}}{i\left(\xi-\xi_{0}\right)}\left[\exp \left\{i\left(\xi-\xi_{0}\right) L\right\}-\exp \left\{-i\left(\xi-\xi_{0}\right) L\right\}\right] \tag{25}
\end{equation*}
$$

where

$$
\begin{gather*}
G_{+}(\xi)=\int_{L}^{\infty} P(x) \exp [i \xi(x-L)] \mathrm{d} x  \tag{26}\\
G_{-}(\xi)=\int_{-\infty}^{-L} Q(x) \exp [i \xi(x+L)] \mathrm{d} x  \tag{27}\\
\xi_{0}=k_{1} \cos \theta_{1} . \tag{28}
\end{gather*}
$$

From the boundary condition (20) we obtain

$$
\begin{equation*}
A_{2}(\xi)=-\frac{M v_{1} A_{1}(\xi)}{v_{2}}, \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\frac{\mu_{1} s_{1}}{\mu_{2} s_{2}} . \tag{30}
\end{equation*}
$$

Next using the boundary condition (21), we obtain

$$
\begin{align*}
A_{1}(\xi)-A_{2}(\xi) & =\int_{-\infty}^{\infty}\left(W_{1}-W_{2}\right) \exp [i \xi x] \mathrm{d} x \\
& =\int_{-2}^{L} P_{1}(x) \exp [i \xi x] \mathrm{d} x \\
& =N(\xi) \quad \text { (say }), \tag{31}
\end{align*}
$$

which is the measure of the discontinuity of displacement along the surface of the crack. Now with the aid of (29) and (31), we find

$$
\begin{equation*}
A_{1}(\xi)=\frac{v_{2} N(\xi)}{v_{2}+M v_{1}} \tag{32}
\end{equation*}
$$

Eliminating $A_{1}(\xi)$ from (25) and (32) we obtain an extended Wiener-Hopf equation, namely $\exp [i \xi L] G_{+}(\xi)+\exp [-i \xi L] G_{-}(\xi)-N(\xi) K(\xi)$

$$
\begin{equation*}
=\frac{A_{1}}{i\left(\xi-\xi_{0}\right)}\left[\exp \left\{i\left(\xi-\xi_{0}\right) L\right\}-\exp \left\{-i\left(\xi-\xi_{0}\right) L\right\}\right], \tag{33}
\end{equation*}
$$

where

$$
\begin{gather*}
K(\xi)=\frac{v_{1} v_{2}}{v_{2}+M v_{1}}=\frac{v_{1}}{1+M} R(\xi)  \tag{34}\\
R(\xi)=\frac{(1+M) v_{2}}{v_{2}+M v_{1}} . \tag{35}
\end{gather*}
$$

In order to solve the Wiener-Hopf equation given by (33) we assume that branch points $\xi=\lambda_{1}\left(1-M_{1}\right), \lambda_{2}\left(1-M_{2}\right),-\lambda_{1}\left(1+M_{1}\right)$ and $-\lambda_{2}\left(1+M_{2}\right)$ of $K(\xi)$ possess small imaginary parts, which would ultimately be made to tend to zero.

Now we write $K(\xi)=K_{+}(\xi) K_{-}(\xi)$, where $K_{+}(\xi)$ is analytic in the upper-half plane $\operatorname{Im} \xi>\operatorname{Im}\left[-\lambda_{1}\left(1+M_{1}\right)\right]$, whereas $K_{-}(\xi)$ is analytic in the lower-half plane given by $\operatorname{Im} \xi<\operatorname{Im}\left[\lambda_{1}\left(1-M_{1}\right)\right]$. The expressions of $K_{+}(\xi)$ and $K_{-}(\xi)$ are derived in the Appendix. Since $\partial W_{1} / \partial y_{1}$ decreases exponentially as $x \rightarrow \pm \infty, G_{+}(\xi)$ and $G_{-}(\xi)$ have the same common region of regularity as $K_{+}(\xi)$ and $K_{-}(\xi)$.

Now eq. (33) can easily be expressed as two integral equations involving $G_{+}(\xi), G_{-}(\xi)$ and $N(\xi)$ as follows:

$$
\begin{align*}
\frac{G_{+}(\xi)}{K_{+}(\xi)} & -\frac{A_{1} \mathrm{e}^{-i \xi_{0} L}}{i\left(\xi-\xi_{0}\right)}\left[\frac{1}{K_{+}(\xi)}-\frac{1}{K_{+}\left(\xi_{0}\right)}\right]+\frac{1}{2 \pi i} \int_{c_{+}} \frac{\mathrm{e}^{-2 i \delta L}}{(s-\xi) K_{+}(s)}\left[G_{-}(s)+\frac{A_{1} \mathrm{e}^{i \xi_{0} L}}{i\left(\mathrm{~s}-\xi_{0}\right)}\right] \mathrm{d} s \\
& =N(\xi) K_{-}(\xi) \mathrm{e}^{-i \xi L}+\frac{A_{1} \mathrm{e}^{-i \xi_{0} L}}{i\left(\xi-\xi_{0}\right) K_{+}\left(\xi_{0}\right)}-\frac{1}{2 \pi i} \int_{c_{-}} \frac{\mathrm{e}^{-2 i s L}}{(s-\xi) K_{+}(s)}\left[G_{-}(s)+\frac{A_{1} \mathrm{e}^{i \xi_{0} L}}{i\left(s-\xi_{0}\right)}\right] \mathrm{d} s, \tag{36}
\end{align*}
$$

where $c_{+}$and $c_{-}$are the straight contours below the pole at $\xi=\xi_{0}$ and situated within the common region of regularity of $G_{+}(\xi), G_{-}(\xi), K_{+}(\xi)$ and $K_{-}(\xi)$ as shown in Fig. 2.

The left hand side of (36) is analytic in the upper-half plane whereas the right hand side is analytic in the lower-half plane and both of them are equal in the common region of analyticity of these two functions. Therefore, by analytic continuation, both sides of (36) are analytic in the whole of the $s$-plane. Next, by Liouville's theorem, it can be shown that both sides of (36) are equal to zero. Thus we obtain

$$
\begin{align*}
& \frac{1}{K_{+}(\xi)}\left[G_{+}(\xi)-\frac{A_{1} \mathrm{e}^{-i \xi_{0} L}}{i\left(\zeta-\xi_{0}\right)}\right]+\frac{A_{1} \mathrm{e}^{-i \xi_{0} L}}{i\left(\xi-\xi_{0}\right) K_{+}\left(\xi_{0}\right)} \\
& \quad+\frac{1}{2 \pi i} \int_{\epsilon_{+}} \frac{\mathrm{e}^{2 s L}}{(s-\xi) K_{+}(s)}\left[G_{-}(s)+\frac{A_{1} \mathrm{e}^{i \xi_{0} L}}{i\left(s-\xi_{0}\right)}\right] \mathrm{d} s=0 . \tag{37}
\end{align*}
$$

Similarly, we also obtain

$$
\begin{equation*}
\frac{1}{K_{-}(\xi)}\left[G_{-}(\xi)+\frac{A_{1} \mathrm{e}^{i \xi_{0} L}}{i\left(\xi-\xi_{0}\right)}\right]+\frac{1}{2 \pi i} \int_{C_{-}} \frac{\mathrm{e}^{2 i L L}}{(s-\xi) K_{-}(s)}\left[G_{+}(s)-\frac{A_{1} \mathrm{e}^{-i \xi_{0} L}}{i\left(s-\xi_{0}\right)}\right] \mathrm{d} s=0 . \tag{38}
\end{equation*}
$$



Fig. 2. Path of integration in the complex $s$-plane.

## 3. HIGH FREQUENCY SOLUTION OF THE INTEGRAL EQUATIONS

In order to obtain $G_{+}(\xi)$ and $G_{-}(\xi)$ from the integral equations (37) and (38) in the case when the normalized wave number $\lambda_{1}\left(1+M_{1}\right) L \geqslant 1$, the integration along the path $c_{+}$in (37) is replaced by the integration along the loops $L_{-i_{1}}$ and $L_{-i_{2}}$ round the branch points $-\lambda_{1}\left(1+M_{1}\right)$ and $-\lambda_{2}\left(1+M_{2}\right)$ of $K_{+}(s)$, respectively. Also, the integration along the path $c_{-}$in (38) is replaced by the integration round the circular contour $L_{0}$, round the pole $s=\xi_{0}$ and by the integrations along the loops $L_{\dot{j}_{1}}$ and $L_{\dot{\lambda}_{2}}$ round the branch cuts through the branch points $\lambda_{1}\left(1-M_{1}\right)$ and $\lambda_{2}\left(1-M_{2}\right)$ of the function $K_{-}(s)$ as shown in Fig. 3.

Finally evaluating the integrals along the straight line paths round the branch points for large values of frequency, we obtain two equations given by

$$
\begin{equation*}
F_{ \pm}(\xi)+C_{ \pm}(\xi)+\sum_{j=1}^{2} \frac{\sigma_{j} \mathrm{e}^{2 i i_{j}\left(1 \pm M_{j}\right)} A_{\mp}\left[\mp \lambda_{j}\left(1 \pm M_{j}\right)\right] F_{\mp}\left[\mp \lambda_{j}\left(1 \pm M_{j}\right)\right]}{2\left\{\lambda_{j}\left(1 \pm M_{j}\right)-\xi\right\}\left(\lambda_{j} L\right)^{1 / 2}}=0, \tag{39}
\end{equation*}
$$

where $\sigma_{1}=1$ and $\sigma_{2}=M$, and

$$
\begin{align*}
& F_{ \pm}(\xi)=\frac{1}{K_{ \pm}(\zeta)}\left[G_{ \pm}(\zeta) \mp \frac{A_{1} \mathrm{e}^{\mp i \xi_{0} L}}{i\left(\xi-\zeta_{0}\right)}\right] \\
& A_{ \pm}(\xi)=\frac{i \mathrm{e}^{i \pi / 4}}{\pi^{i / 2}}\left[K_{ \pm}(\xi)\right]^{2} \\
& C_{ \pm}(\xi)=\frac{A_{1} \mathrm{e}^{\mp i \xi_{0} L}}{i\left(\xi-\xi_{0}\right) K_{ \pm}\left(\xi_{0}\right)} \tag{40}
\end{align*}
$$

Now substituting $\check{\zeta}=\lambda_{1}\left(1-M_{1}\right)$ and $\lambda_{2}\left(1-M_{2}\right)$ and $\xi=-\lambda_{1}\left(1+M_{1}\right)$ and $-\lambda_{2}\left(1+M_{2}\right)$ in (39) a system of linear equations of $F_{+}\left[\lambda_{1}\left(1-M_{1}\right)\right], F_{+}\left[\lambda_{2}\left(1-M_{2}\right)\right], F_{-}\left[-\lambda_{1}\left(1+M_{1}\right)\right]$ and $F_{-}\left[-\lambda_{2}\left(1+M_{2}\right)\right]$ are obtained. Now solving them and neglecting higher order terms of $\left(\lambda_{1} L\right)^{-1 / 2}$ and $\left(\lambda_{2} L\right)^{-1 / 2}$ we obtain, finally, after some algebraic manipulation:

$$
\begin{align*}
& F_{ \pm}\left[ \pm \lambda_{k}\left(1 \mp M_{k}\right)\right]=-C_{ \pm}\left[ \pm \lambda_{-k}\left(1 \mp M_{k}\right)\right] \\
& \qquad\left[1-\sum_{j=1}^{2} \frac{\sigma_{j} \mathrm{e}^{2 i i_{j}\left(1 \mp M_{k}\right) L} A_{\mp}\left[\mp \lambda_{j}\left(1 \pm M_{j}\right)\right] C_{\mp}\left[\mp \lambda_{j}\left(1 \pm M_{j}\right)\right]}{2\left(\lambda_{j} L\right)^{1 / 2}\left\{\lambda_{j}\left(1 \pm M_{j}\right)+\lambda_{k}\left(1 \mp M_{k}\right)\right\} C_{ \pm}\left[ \pm \lambda_{k}\left(1 \mp M_{k}\right)\right]}\right], k=1,2 . \tag{41}
\end{align*}
$$

Now using (39) we obtain from (41)

$$
\begin{align*}
G_{ \pm}(\zeta)= & \pm \frac{A_{1} \mathrm{e}^{\mp i \xi_{0} L}}{i\left(\xi-\xi_{0}\right)} \mp \frac{A_{1} \mathrm{e}^{\mp i \xi_{0} L} K_{ \pm}(\check{\zeta})}{i\left(\xi-\xi_{0}\right) K_{ \pm}\left(\xi_{0}\right)} \\
& +\sum_{k=1}^{2}\left[\frac{\sigma_{k} \mathrm{e}^{2 i i_{k}\left(1 \pm M_{k}\right) L} A_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right] C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right] K_{ \pm}(\zeta)}{2\left(\lambda_{k} L\right)^{1 / 2}\left\{\lambda_{k}\left(1 \pm M_{k}\right) \pm \zeta \zeta\right.}\right. \\
& \left.\times\left(1-\sum_{j=1}^{2} \frac{\sigma_{j} \mathrm{e}^{2 i_{j}\left(1 \mp M_{j}\right) L} A_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right] C_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right]}{2\left(\lambda_{j} L\right)^{1 / 2}\left\{\lambda_{j}\left(1 \mp M_{j}\right)+\lambda_{k}\left(1 \pm M_{k}\right)\right\} C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right]}\right)\right] \tag{42}
\end{align*}
$$



Fig. 3. Path of integration $L_{0}, L_{i_{1}}, L_{i_{2}}$ and $L_{-i_{1}}, L_{-i_{2}}$.

## 4. CRACK OPENING DISPLACEMENT AT POINTS AWAY FROM THE CRACK TIPS

In order to obtain the displacement jump for the large values of $\lambda_{1}(L-x), \lambda_{2}(L-x), \lambda_{1}(L+x)$ and $\lambda_{2}(L+x)$, we can write $G_{+}(\xi)$ and $G_{-}(\xi)$ from (42) as

$$
\begin{equation*}
G_{ \pm}(\xi)= \pm \frac{P_{ \pm}}{\xi-\xi_{0}} \mp \frac{Q_{ \pm} K_{ \pm}(\xi)}{\xi-\xi_{0}}+\sum_{k=1}^{2} \frac{K_{ \pm}(\xi) R_{ \pm}^{(k)}}{\left\{\lambda_{k}\left(1 \pm M_{k}\right) \pm \xi\right\}}, \tag{43}
\end{equation*}
$$

where

$$
\begin{gather*}
P_{ \pm}=\frac{A_{1} \mathrm{e}^{\mp i \xi_{0} L}}{i}  \tag{44}\\
Q_{ \pm}=\frac{A_{1} \mathrm{e}^{\mp i \xi_{0} L}}{i K_{ \pm}\left(\xi_{0}\right)}=\frac{P_{ \pm}}{K_{ \pm}\left(\xi_{0}\right)}  \tag{45}\\
R_{ \pm}^{(k)}=\frac{\sigma_{k} \mathrm{e}^{2 \dot{\mu}_{k}\left(1 \pm M_{k}\right) L} A_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right] C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right]}{2\left(\lambda_{k} L\right)^{1 / 2}} \\
\times\left(1-\sum_{j=1}^{2} \frac{\sigma_{j} \mathrm{e}^{2 \mu_{j}\left(1 \mp M_{j}\right) L}}{2\left(\lambda_{j} L\right)_{ \pm}\left[1 / 2\left\{\lambda_{j}\left(1 \mp M_{j}\right)+\lambda_{j}\left(1 \mp M_{j}\right)\right] C_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{k}\right)\right\} C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right]\right.}\right) . \tag{46}
\end{gather*} .
$$

Now we obtain from (33)

$$
\begin{array}{r}
N(\xi)=-\frac{Q_{+} \mathrm{e}^{i \xi L}}{\left(\xi-\xi_{0}\right) K_{-}(\xi)}+\frac{R_{+}^{(1)} \mathrm{e}^{i \xi L}}{\left\{\xi+\lambda_{1}\left(1+M_{1}\right)\right\} K_{-}(\xi)}+\frac{R_{+}^{(2)} \mathrm{e}^{\mathrm{i} \xi L}}{\left\{\xi+\lambda_{2}\left(1+M_{2}\right)\right\} K_{-}(\xi)} \\
\quad+\frac{Q_{-} \mathrm{e}^{-i \xi L}}{\left(\xi-\xi_{0}\right) K_{+}(\xi)}-\frac{R_{-}^{(1)} \mathrm{e}^{-i \xi L}}{\left\{\xi-\lambda_{1}\left(1-M_{1}\right)\right\} K_{+}(\xi)}-\frac{R_{-}^{(2)} \mathrm{e}^{-i \xi L}}{\left\{\xi-\lambda_{2}\left(1-M_{2}\right)\right\} K_{+}(\xi)} . \tag{4}
\end{array}
$$

From (31) we obtain the displacement jump across the surface of the crack as

$$
\begin{equation*}
W_{1}(x, 0+)-W_{2}(x, 0-)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} N(\xi) \mathrm{e}^{-i \xi x} \mathrm{~d} \xi . \tag{48}
\end{equation*}
$$

Substituting the expression of $N(\xi)$ from (47) in (48) and approximately evaluating the integrals arising in (48) term by term for large values of $\lambda_{1}(L-x), \lambda_{2}(L-x), \lambda_{1}(L+x)$, and $\lambda_{2}(L+x)$, and neglecting terms of order higher than $\left(\lambda_{1} L\right)^{-3 / 2}$ and $\left(\lambda_{2} L\right)^{-3 / 2}$, we finally obtain the crack opening displacement across the cracked surface at points away from the crack tips in the following form:

$$
\begin{align*}
\Delta W= & W_{1}(x, 0+)-W_{2}(x, 0-)=-i Q_{+} K_{+}\left(\xi_{0}\right) e^{i \xi_{0}(L-x)} \\
& \times\left[\frac{1}{\left\{\left(\xi_{0}+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}+\frac{M}{\left\{\left(\xi_{0}+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}}\right]-\frac{\mathrm{e}^{-i / / 4}}{\pi^{1 / 2}}\left[T_{+}-T_{-}\right], \tag{49}
\end{align*}
$$

where

$$
\begin{align*}
T_{ \pm}= & \sum_{k=1}^{2} \frac{\sigma_{k} \mathrm{e}^{i_{k}\left(1 \mp M_{k}\right)(L \mp x)}}{\left\{\lambda_{k}(L \mp x)\right\}^{1 / 2}}\left[\frac{Q_{ \pm} K_{ \pm}\left[ \pm \lambda_{k}\left(1 \mp M_{k}\right)\right]}{2^{1 / 2}\left[\lambda_{k}\left(1 \mp M_{k}\right) \mp \xi_{0}\right]}\right. \\
& -\sum_{j=1}^{2} \frac{\sigma_{j} A_{\mp}\left[\mp \lambda_{j}\left(1 \pm M_{j}\right)\right] K_{ \pm}^{\prime}\left[ \pm \lambda_{k}\left(1 \mp M_{k}\right)\right]}{2\left(2 \lambda_{j} L\right)^{1 / 2}\left\{\lambda_{k}\left(1 \mp M_{k}\right)+\lambda_{j}\left(1 \pm M_{j}\right)\right\}}\left(\frac{Q_{\mp} \mathrm{e}^{2 i i_{j}\left(1 \pm M_{j}\right) L}}{\left\{\lambda_{j}\left(1 \pm M_{j}\right) \pm \xi_{0}\right\}}\right. \\
& \left.\left.-\sum_{r=1}^{2} \frac{\sigma_{r} A_{ \pm}\left[ \pm \lambda_{r}\left(1 \mp M_{r}\right)\right] Q_{ \pm} \mathrm{e}^{2 \lambda_{i}\left(1 \lambda_{r}\left(1 M_{r}\right)+i_{j}\left(1 \pm M_{j}\right) L\right.}}{2\left(\lambda_{r} L\right)^{1 / 2}\left\{\lambda_{r}\left(1 \mp M_{r}\right)+\lambda_{j}\left(1 \pm M_{j}\right)\right\}\left\{\lambda_{r}\left(1 \mp M_{r}\right) \mp \xi_{0}\right\}}\right)\right] . \tag{50}
\end{align*}
$$

## 5. STRESS INTENSITY FACTOR AND CRACK OPENING DISPLACEMENT NEAR THE CRACK TIPS

Now considering the behaviour of $\xi$ at infinity we obtain from (42)

$$
\begin{equation*}
G_{ \pm}(\xi) \simeq \pm \frac{A_{1} \mathrm{e}^{\mp i \xi_{0} L}}{i\left(\xi-\xi_{0}\right)}+S_{ \pm} \zeta^{-1 / 2} \quad \text { as } \xi \rightarrow \infty, \tag{51}
\end{equation*}
$$

where

$$
\begin{align*}
S_{ \pm}= & \frac{1}{(1+M)^{1 / 2}}\left[\mp \frac{A_{1} \mathrm{e}^{\mp i i_{0} L}}{i K_{ \pm}\left(\xi_{0}\right)} \pm \sum_{k=1}^{2} \frac{\sigma_{k} \mathrm{e}^{2 i_{k}\left(1 \pm M_{k}\right) L_{A}} A_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right] C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right]}{2\left(\lambda_{k} L\right)^{1 / 2}}\right. \\
& \left.\times\left(1-\sum_{j=1}^{2} \frac{\sigma_{j} \mathrm{e}^{2 i j_{j}\left(1 \mp M_{j}\right) L} A_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right] C_{ \pm}\left[ \pm \lambda_{j}\left(1 \mp M_{j}\right)\right]}{2\left(\lambda_{j} L\right)^{1 / 2}\left\{\lambda_{j}\left(1 \mp M_{j}\right)+\lambda_{k}\left(1 \pm M_{k}\right)\right\} C_{\mp}\left[\mp \lambda_{k}\left(1 \pm M_{k}\right)\right]}\right)\right] . \tag{52}
\end{align*}
$$

Now, from eq. (33), using (51) and also the fact that

$$
\begin{equation*}
K(\xi) \rightarrow \pm \frac{\xi}{1+M} \text { as } \xi \rightarrow \pm \infty, \tag{53}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
N(\xi)=\frac{1+M}{ \pm \xi(\xi)^{1 / 2}}\left[S_{+} \mathrm{e}^{i \xi L}+S_{-} \mathrm{e}^{-i \xi L}\right] \quad \text { as } \xi \rightarrow \pm \infty \tag{54}
\end{equation*}
$$

Taking the inverse Fourier transform of (31) and using the results of Fresnel integrals, viz.

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sin (x+L) \alpha}{(\alpha)^{1 / 2}} \mathrm{~d} \alpha=\left[\frac{\pi}{2(x+L)}\right]^{1 / 2} \tag{55}
\end{equation*}
$$

we obtain the displacement jump across the surface of the crack as

$$
\begin{align*}
\Delta W=W_{1}(x, 0+)-W_{2}(x, 0-) & =-(1+M)(1+i) S_{-}\left[\frac{2(x+L)}{\pi}\right]^{1 / 2} \text { for } x \rightarrow-L+0  \tag{56}\\
& =-(1+M)(1-i) S_{+}\left[\frac{2(L-x)}{\pi}\right]^{1 / 2} \text { for } x \rightarrow L-0 . \tag{57}
\end{align*}
$$

Expressions (56) and (57) give the displacement jump near to the crack tips, whereas the displacement jump away from the crack tips is given by (49).

Next, in order to find the value of $\tau_{y z}$ near to the crack tip we use (54) in (32) and (29) and obtain

$$
\begin{align*}
& A_{j}(\xi)=\frac{(-1)^{j+1} \sigma_{j}}{\xi(\xi)^{1 / 2}}\left[S_{+} \mathrm{e}^{i \xi L}+S_{-} \mathrm{e}^{-i L L}\right], \quad j=1,2 \quad \text { as } \xi \rightarrow \infty  \tag{58}\\
& A_{j}(\xi)=\frac{i(-1)^{j+1} \sigma_{j}}{\xi(-\xi)^{1 / 2}}\left[S_{+} \mathrm{e}^{i \xi L}-S_{-} \mathrm{e}^{-i L L}\right], \quad j=1,2 \quad \text { as } \xi \rightarrow-\infty \tag{59}
\end{align*}
$$

Now

$$
\begin{equation*}
\tau_{y z}\left(x, y_{j}\right)=\mu_{j} \frac{\partial W_{j}\left(x, y_{j}\right)}{\partial y}=\mu_{j} s_{j} \frac{\partial W_{j}\left(x, y_{j}\right)}{\partial y_{j}}=\frac{\mu_{j} s_{j}}{2 \pi} \frac{\partial}{\partial y_{j}}\left[\int_{-\infty}^{\infty} A_{j}(\xi) \mathrm{e}^{-i\left\langle x-v_{j} / y_{j} i\right.} \mathrm{d} \xi\right] . \tag{60}
\end{equation*}
$$

Now substituting the values of $A_{j}(\xi)$ as $|\xi| \rightarrow \infty$ in (60) and integrating, we obtain the stress near to the crack tip as

$$
\begin{equation*}
\tau_{y z}\left(x, y_{1}\right)=-\frac{\mu_{1} s_{1}}{(2 \pi)^{1 / 2}}\left[(1-i) S_{+} \frac{\cos \left(\psi_{1} / 2\right)}{r_{1}^{1 / 2}}+(1+i) S_{-} \frac{\sin \left(\psi_{2} / 2\right)}{r_{2}^{1 / 2}}\right] \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{y z}\left(x, y_{2}\right)=-\frac{\mu_{1} S_{1}}{(2 \pi)^{1 / 2}}\left[(1-i) S_{+} \frac{\cos \left(\phi_{1} / 2\right)}{d_{1}^{1 / 2}}+(1+i) S_{-} \frac{\cos \left(\phi_{2} / 2\right)}{d_{2}^{1 / 2}}\right], \tag{62}
\end{equation*}
$$

where

$$
\begin{array}{ll}
r_{1}=\left\{(x-L)^{2}+y_{1}^{2}\right\}^{1 / 2}, & \psi_{1}=\sin ^{-1} \frac{\left|y_{1}\right|}{r_{1}} \\
r_{2}=\left\{(x+L)^{2}+y_{1}^{2}\right\}^{1 / 2}, & \psi_{2}=\sin ^{-1} \frac{\left|y_{1}\right|}{r_{2}} \\
d_{1}=\left\{(x-L)^{2}+y_{2}^{2}\right\}^{1 / 2}, & \phi_{1}=\sin ^{-1} \frac{\left|y_{2}\right|}{d_{1}} \\
d_{2}=\left\{(x+L)^{2}+y_{2}^{2}\right\}^{1 / 2}, & \phi_{2}=\sin ^{-1} \frac{\left|y_{2}\right|}{d_{2}} . \tag{63}
\end{array}
$$

Therefore at the interface $(y=0)$ near to the right-hand crack vertex, we obtain

$$
\begin{equation*}
\tau_{y=} \rightarrow-\frac{\mu_{1} s_{1}(1-i) S_{+}}{\{2 \pi(x-L)\}^{1 / 2}} \quad \text { as } x \rightarrow L+0 \tag{64}
\end{equation*}
$$

Now the normalized dynamic stress intensity factor $K$ at the crack tip $x=L$ is defined by

$$
\begin{equation*}
K=\left|\frac{\left[2 \pi k_{1}(x-L)\right]^{1 / 2} \tau_{y z}}{\mu_{1} A_{1}}\right|=s_{1}\left|\frac{(1-i) S_{+}\left(k_{1}\right)^{1 / 2}}{A_{1}}\right| \quad \text { for } x \rightarrow L+0 \tag{65}
\end{equation*}
$$

where $A_{1}$ is given by (24).
The absolute values of the complex stress intensity factor defined by (65) have been plotted against $k_{1} L$ in Fig. 4 for values $k_{1} L>1$ for different values of the Mach number $M_{2}$ and the angle of incidence for the following sets of materials:

\[

\]

As the Mach number $M_{2} \rightarrow 0$ the stress intensity factor $K$ tends to the value of the stress intensity factor corresponding to the stationary crack. The problem for $\theta_{1}=\pi / 2$ and $M_{2}=0.0$ was solved earlier by Pal and Ghosh [9]. The graph of stress intensity factor vs $k_{1} L$ corresponding to $\theta_{1}=\pi / 2$ and $M_{2}=0.0$ as given in Fig. 4 a is found to coincide exactly with that given by Pal and


Fig. 4(a) (caption overleaf)


Fig. 4. Stress intensity factór $K$ versus dimensionlesis $k_{1} L$. (a) $\theta_{1}=\pi / 2$. (b) $\theta_{1}=\pi / 3$. (c) $\theta_{1}=\pi / 4$. (d) $\theta_{1}=\pi / 6$.

Ghosh [9]. It is interesting to note that for both pairs of materials, as $M_{2}$ increases, the peaks of the curves of stress intensity factors decrease in magnitude and occur at lower values of $k_{1} L$. Further, it may be noted that for any fixed value of $M_{2}$ the stress intensity factor decreases with the decrease in the value of the angle of incidence.
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## APPENDIX

$$
\begin{equation*}
K(\xi)=\frac{\left\{\left(\xi+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{1+M} R(\xi), \tag{Al}
\end{equation*}
$$

where

$$
\begin{gathered}
M=\frac{\mu_{1} s_{1}}{\mu_{2} s_{2}} \\
R(\check{\zeta})=\frac{(1+M)\left\{\left(\zeta+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}}{M\left\{\left(\zeta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}+\left\{\left(\zeta+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}} \rightarrow 1 \quad \text { as }|\zeta| \rightarrow \infty .
\end{gathered}
$$

Now

$$
R_{+}(\xi) R_{-}(\xi)=\frac{\cdots}{\frac{1}{1+M}+\frac{M\left\{\left(\xi+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{(1+M)\left\{\left(\xi+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}}}
$$

Taking logs on both sides

$$
\log R(\xi)=\log R_{+}(\xi)+\log R_{-}(\xi)=\frac{1}{2 \pi i} \int_{c L+c v} \frac{\log R(\eta)}{\eta-\xi} \mathrm{d} \eta
$$

where the paths of integration $c_{L}$ and $c_{U}$ are as shown in Fig. A1. Therefore

$$
\begin{aligned}
& \log R_{+}(\xi)=\frac{1}{2 \pi i} \int_{C_{L}} \frac{\log R(\eta)}{\eta-\xi} \mathrm{d} \eta \\
& \log R_{-}(\xi)=\frac{1}{2 \pi i} \int_{c_{e}} \frac{\log \cdot R(\eta)}{\eta-\xi} \mathrm{d} \eta
\end{aligned}
$$



Fig. Al. Complex $\eta$-plane.


Fig. A2. Path of integration round the branch points.
or

$$
\log R_{+}(\xi)=\frac{1}{2 \pi i} \int_{-i c-\infty}^{-i c+\infty} \frac{\log R(\eta)}{\eta-\xi} \mathrm{d} \eta
$$

Putting $\eta=-\eta$

$$
\begin{aligned}
& \log R_{+}(\xi)=\frac{1}{2 \pi i} \int_{i c+\infty}^{i c-\infty} \frac{\log R(-\eta)}{\eta+\xi} \mathrm{d} \eta \\
& \log R_{-}(\xi)=\frac{1}{2 \pi i} \int_{i c+\infty}^{i c-\infty} \frac{\log R(\eta)}{\eta-\xi} \mathrm{d} \eta
\end{aligned}
$$

therefore

$$
\log R_{-}(\xi)=\frac{1}{2 \pi i} \int_{c_{1}} \frac{1}{(\eta-\xi)} \log \left[\frac{1}{\frac{1}{1+M}+\frac{M\left\{\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{(1+M)\left\{\left(\eta+\lambda_{2} M_{2}\right)^{2}-\lambda_{2}^{2}\right\}^{1 / 2}}}\right] \mathrm{d} \eta
$$

where $c_{1}$ is the contour round the branch points $\lambda_{1}\left(1-M_{1}\right)$ and $\lambda_{2}\left(1-M_{2}\right)$ as shown in Fig. A2. Therefore

$$
\begin{aligned}
\log R_{-}(\xi)= & \frac{1}{2 \pi i} \int_{\lambda_{1}\left(1-M_{1}\right)}^{\lambda_{2}\left(1-M_{2}\right)} \frac{1}{(\eta-\xi)}\left[\log \left(\frac{1}{1+M}+\frac{i M\left\{\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{(1+M)\left\{\lambda_{2}^{2}-\left(\eta+\lambda_{2} M_{2}\right)^{2}\right\}^{1 / 2}}\right)\right. \\
& \left.-\log \left(\frac{1}{1+M}-\frac{i M\left\{\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{(1+M)\left\{\lambda_{2}^{2}-\left(\eta+\lambda_{2} M_{2}\right)^{2}\right\}^{1 / 2}}\right)\right] \mathrm{d} \eta \\
= & \frac{1}{\pi} \int_{\lambda_{1}\left(1-M_{1}\right)}^{\lambda_{2}\left(1-M_{2}\right)} \frac{1}{(\eta-\xi)} \tan ^{-1}\left[\frac{M\left\{\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right\}^{1 / 2}}{\left\{\lambda_{2}^{2}-\left(\eta+\lambda_{2} M_{2}\right)^{2}\right\}^{1 / 2}}\right] \mathrm{d} \eta,
\end{aligned}
$$

and therefore

$$
R_{-}(\xi)=\exp \left[\frac{1}{\pi} \int_{\lambda_{1}\left(1-M_{1}\right)}^{\lambda_{2}\left(1-M_{2}\right)} \frac{1}{(\eta-\bar{\xi})} \tan ^{-1}\left(\frac{M\left[\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right]^{1 / 2}}{\left[\lambda_{2}^{2}-\left(\eta+\lambda_{2} M_{2}\right)^{2}\right]^{1 / 2}}\right) \mathrm{d} \eta\right]
$$

Similarly

$$
R_{+}(\xi)=\exp \left[\frac{1}{\pi} \int_{\lambda_{1}\left(1+M_{1}\right)}^{\lambda_{2}\left(1+M_{2}\right)} \frac{1}{(\eta+\xi)} \tan ^{-1}\left(\frac{M\left[\left(\eta-\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right]^{1 / 2}}{\left[\lambda_{2}^{2}-\left(\eta-\lambda_{2} M_{2}\right)^{2}\right]^{1 / 2}}\right) \mathrm{d} \eta\right]
$$

Therefore from (Al) we can write

$$
\begin{equation*}
K_{+}(\xi)=\left[\frac{\xi+\lambda_{1}\left(1+M_{1}\right)}{(1+M)}\right]^{1 / 2} \exp \left[\frac{1}{\pi} \int_{\lambda_{1}\left(1+M_{1}\right)}^{i_{2}\left(1+M_{2}\right)} \frac{1}{(\eta+\xi)} \tan ^{-1}\left(\frac{M\left[\left(\eta-\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right]^{1 / 2}}{\left[\lambda_{2}^{2}-\left(\eta-\lambda_{2} M_{2}\right)^{2}\right]^{1 / 2}}\right) \mathrm{d} \eta\right] \tag{A2}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{-}(\xi)=\left[\frac{\xi-\lambda_{1}\left(1-M_{1}\right)}{(1+M)}\right]^{1 / 2} \exp \left[\frac{1}{\pi} \int_{i_{1}\left(1-M_{1}\right)}^{i_{2}\left(1-M_{2}\right)} \frac{1}{(\eta-\xi)} \tan ^{-1}\left(\frac{M\left[\left(\eta+\lambda_{1} M_{1}\right)^{2}-\lambda_{1}^{2}\right]^{1 / 2}}{\left[\lambda_{2}^{2}-\left(\eta+\lambda_{2} M_{2}\right)^{2}\right]^{1 / 2}}\right) \mathrm{d} \eta\right] \tag{A3}
\end{equation*}
$$
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#### Abstract

Absract-In this paper, the problem of two-dimensional oscillations of four rigid strips, situated on a homogeneous isotropic semi-infinite elastic solid and forced by a specified normal component of the displacement has been considered. The mixed boundary value problem of determining the unknown stress distribution just below the strips and vertical displacement outside the strips flas been converted to the determination of the solution of quadruple integral equations by the use of Fourier transform. An iterative solution of these integral equations valid for low frequency has been found by the application of the finite Hilbert transforn. The mormal stress just below the strips and the vertical displacement away from the strips have been obtianed. Finally, graphs are presented which illustrate the salient features of the displacement and stress intensity factors at the edges of the strips (Copyright © ī996 Elsevier Science Lid. 7


## 1. INTRODUCTION

The problem of the effect of vibrating source in different forms on the surface of an elastic medium have aroused attention in view of their application in seismology and geophysics. Reissner (1937), and later Millar and Pursey (1954), treated the case of a uniform vibrating pressure distribution applied to a circular region on the surface of an elastic half-space. Analytical treatment of the dynamical response of footings and solid-structure interaction are usually available in the literature only for circular and elliptical footings, and infinite strip loadings. Such results are important in view of their application in the design of foundations for machinery and buildings, and also in the study of the vibration of dams and large structures subjected to earthquakes. The problem of circular punch has been solved analytically by A wojubi and Grootenhuis (1965), Robertson (1966), Gladwell (1968) and others. Roy (1986) considered the dynamic response of an elliptical footing in frictionless contact with a homogeneous elastic hall-space. Karasuchi et at. (1968) obtained a low frequency solution for the vertical, horizontal and rocking vibration of an intinite strip on a semi-infinite elastic medium. Wickham (1977) worked out it detail the problem of forced two-dimensional oscillation of a rigid strip in smooth contact with a semi-infinite elastic medium, Recently, Mandal and Ghosh (1992) treated the problem of forced vertical vibration of two rigid strips on a semi-infinite elastic medium.

To improve the dynamic models of buildings and otheristructures, it will be fruitful to have analytic results for foundations of a more complicated nature. In what follows, the problem of vertical vibration of four rigid strips in smooth contact wifl a semi-infinite elastic medium has been considered. The problem is also impbrtant in view of its application in the study of the vibration of an elastic medium caused by running wheels on a railvay track. The resulh $\therefore$ mixed boundary value problem has been reduced to the solution of

[^1]quadruple integral equations, which have further been reduced to the solution of integraldifferential equations. Finally, an iterative solution valid for low frequency has been obtained.

From the solution of the integral equations, the stress just below the strips and also the vertical displacement at points outside the strips on the free surface have been found. The effects of stress intensity factors at the edges of the strips and vertical displacement outside the strips have been shown by means of graphs.

## 2. FORMULATION OF THE PROBLEM

Consider the normal vibration of frequency $\omega$ of four rigid strips having smooth contact with a semi-infinite homogencous isotropic elastic solid occupying the half-space $-\infty<X<\infty, Y \geqslant 0,-\infty<Z<\infty$. It is assumed that the motion is forced by prescribed displacement distribution $u_{0} e^{-i u_{1}}$ ) hormal to. the four infinite strips located in the region $d_{1} \leqslant|X| \leqslant d_{2}, d_{3} \leqslant|X| \leqslant d, Y=0,|Z|<\infty$, where $v_{0}$ is a constant.

Normalizing all the lengths with respect to $d$ and putting $X / d=x, Y / d=y, Z / d=z$, $d_{1} / d=a, d_{2} / d=b, d_{3} / d=c$, one finds that the rigid strips are defined by $a \leqslant|x| \leqslant b$, $c \leqslant|x| \leqslant 1, y=0,|z|<\infty$ (Eig. 1 ).

With the time factor $e^{-i \omega}$ suppressed throughout the analysis, the displacement components can be written as

$$
\begin{equation*}
u(x, y)=\frac{\partial \phi}{\partial x}-\frac{\partial \psi}{\partial y} ; \quad v(x, y)=\frac{\partial \phi}{\partial y}+\frac{\partial \psi}{\partial x} ; \quad w(x, y)=0 \tag{1}
\end{equation*}
$$

where the displacement potentials $\phi(x, y)$ and $\psi(x, y)$ satisfy the Helmholtz equations

$$
\begin{align*}
& \frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\dot{\theta}^{2} \phi}{\partial y^{2}}+m_{1}^{2} \phi=0 \\
& \frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+m_{2}^{2} \psi=0 \tag{2}
\end{align*}
$$

in which

$$
m_{1}^{2}=\frac{\omega^{2} d^{2}}{c_{1}^{2}} \quad \text { and } \quad m_{2}^{2}=\frac{\omega^{2} d^{2}}{c_{2}^{2}}
$$

In terms of $\dot{\psi}$ and $\psi$ the stress components are


Fig. 1. Geometry of the problem.

$$
\begin{align*}
& \tau_{x y}=\mu\left\{2 \frac{\partial^{2} \phi}{\partial x \partial y}+\frac{\partial^{2} \psi}{\partial x^{2}}-\frac{\partial^{2} \psi}{\partial y^{2}}\right\} \\
& \tau_{y y}=-\mu\left\{\left(m_{2}^{2}+2 \frac{\partial^{2}}{\partial x^{2}}\right) \phi-2 \frac{\partial^{2} \psi}{\partial x \partial y}\right\} \\
& \tau_{y x}=0 . \tag{3}
\end{align*}
$$

The boundary conditions are

$$
\begin{gather*}
v(x, 0)=v_{0}, \quad x \in I_{2}, I_{4}  \tag{4}\\
\tau_{y y}(x, 0)=0, \quad x \in I_{1}, I_{3} ; I_{5}  \tag{5}\\
\tau_{x y}(x, 0)=0, \quad-\infty<x<\infty \tag{6}
\end{gather*}
$$

where $I_{1}=(0, a), I_{2}=(a, b), I_{3}=(b, c), I_{4}=(c, 1), I_{5}=(1, \infty)$. The solution of the Helmholtz equation (2) can be written as

$$
\begin{align*}
& \phi=2 \int_{0}^{\infty} A(\xi) \cos \xi x \mathrm{e}^{-\gamma_{1} y} \mathrm{~d} \xi \\
& \psi=2 \int_{0}^{\infty} B(\xi) \sin \xi x \mathrm{e}^{-\gamma_{2} y} \mathrm{~d} \xi \tag{7}
\end{align*}
$$

where

$$
\gamma_{j}=\left\{\begin{array}{ll}
\left(\xi^{2}-m_{j}^{2}\right)^{1 / 2}, & |\xi| \geqslant m_{j} \\
-\mathrm{i}\left(m_{j}^{2}-\xi^{2}\right)^{1 / 2}, & |\xi| \leqslant m_{j}
\end{array}\right\}, j=1,2
$$

and $A(\xi)$ and $B(\xi)$ are unknown functions to be determined from the boundary conditions. By using the boundary condition (6), it can be shown that

$$
\begin{equation*}
B(\xi)=\frac{2 \gamma_{1} \xi}{\xi^{2}+\gamma_{2}^{2}} A(\xi) . \tag{8}
\end{equation*}
$$

Now the displacement component $v$ and stress $\tau_{y y}$ become

$$
\begin{gather*}
v(x, y)=2 \int_{0}^{\infty}\left[\frac{2 \xi^{2}}{2 \xi^{2}-m_{2}^{2}} \mathrm{e}^{-\gamma_{2} y}-\mathrm{e}^{-\gamma_{1} y}\right] A(\xi) \cos \xi x \mathrm{~d} \xi  \tag{9}\\
\tau_{y y}(x, y)=-2 \mu \int_{0}^{\infty}\left[\left(m_{2}^{2}-2 \xi^{2}\right) \mathrm{e}^{-\gamma_{1} y}+\frac{2 \xi^{2} \gamma_{1} \gamma_{2}}{2 \xi^{2}-m_{2}^{2}} \mathrm{e}^{-\gamma_{2} y}\right] A(\xi) \cos \xi x \mathrm{~d} \xi . \tag{10}
\end{gather*}
$$

From the boundary conditions (4) and (5) we get the following set of integral equations in $P(\xi)$ :

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}} P(\xi) \cos \xi x \mathrm{~d}_{\zeta}^{x}=\frac{1}{2} v_{0}, \quad x \in I_{2}, I_{4} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} P(\xi) \cos \xi x d \xi=0, \quad x \in I_{1}, I_{2}, I_{5} \tag{12}
\end{equation*}
$$

where

$$
P(\zeta)=\frac{\left(2 \xi^{2}-m_{2}^{2}\right)^{2} \neq 4 \xi^{2} \gamma_{1} \gamma_{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)} A(\xi)
$$

## 3. SOLUTION OF THE PROBLEM

We consider the solution of the integral equations (11) and (12) in the form

$$
\begin{equation*}
P(\xi)=\int_{a}^{u} t f\left(t^{2}\right) \cos \xi t \mathrm{~d} t+\int_{\mathrm{r}}^{1} u g\left(u^{2}\right) \cos \xi u \mathrm{~d} u \tag{13}
\end{equation*}
$$

where $f\left(l^{2}\right)$ and $g\left(u^{2}\right)$ are unknown functions to be determined.
By the choice of $P(\xi)$ given by eqn (13) the relation (12) is satisfied dutomatically and eqn (11) becomes

$$
\begin{aligned}
& \int_{0}^{b} t f\left(t^{2}\right) \mathrm{d} t \int_{0}^{\infty} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}} \cos \xi x \cos \xi t \mathrm{~d} \xi \\
& \\
& \quad+\int_{c}^{1} u g\left(u_{-}^{2}\right) \mathrm{d} u \int_{0}^{\infty} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}} \cos \xi x \cos \xi u \mathrm{~d} \xi=\frac{v_{0}}{2}, x \in I_{2}, I_{4} \quad \wedge(, 4)
\end{aligned}
$$

using the relation

$$
\frac{\sin \xi x \sin \xi t}{\xi^{2}}=\int_{0}^{x} \int_{0}^{t} \frac{w v J_{0}(\xi w) J_{0}(\xi v) \mathrm{d} v \mathrm{~d} w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}}
$$

the above equation is converted $t$, the form

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} x} \int_{a}^{b} t f\left(t^{2}\right) \mathrm{d} t \frac{\partial}{\partial t} \int_{0}^{x} \int_{0}^{t} \frac{w v L_{1}(v, w) \mathrm{d} v \mathrm{~d} w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}}+ \\
&+\frac{\mathrm{d}}{\mathrm{~d} x} \int_{c}^{1} u g\left(u^{2}\right) \mathrm{d} u \frac{\partial}{\partial u} \int_{0}^{x} \int_{0}^{u} \frac{w v L_{1}(v, w) \mathrm{d} v \mathrm{~d} w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(u^{2}-v^{2}\right)^{1 / 2}}=\frac{v_{0}}{2}, \quad x \in \dot{I}_{2}, I_{4} \tag{15}
\end{align*}
$$

where

$$
\begin{equation*}
L_{1}(v, w)=\int_{0}^{\infty} \frac{\gamma_{1} m_{2}^{2}}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}} J_{0}(\xi w) J_{0}(\xi v) \mathrm{d} \xi . \tag{16}
\end{equation*}
$$

By a simple contour integration technique used by Ghosh and Ghosh (1985), $L_{1}(v, w)$ can . be written as

$$
\begin{aligned}
L_{1}(v, w)= & -\mathrm{i} \tau^{2} \int_{0}^{1} \frac{\left(1-\eta^{2}\right)^{1 / 2}\left(2 \eta^{2}-\tau^{2}\right)^{2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\left(2 \eta^{2}-\tau^{2}\right)^{4}+16 \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)} \mathrm{d} \eta \\
& -4 \mathrm{i} \tau^{2} \int_{0}^{1} \frac{\eta^{2}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\left(2 \eta^{2}-\tau^{2}\right)^{4}+16 \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)} \mathrm{d} \eta
\end{aligned}
$$

$$
\begin{align*}
& +\pi \mathrm{i}^{2}\left[\frac{\left(\eta^{2}-1\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w^{\prime}\right) J_{0}\left(m_{1} \eta \dot{b}\right)}{Q_{0}^{\prime}(\eta)}\right]_{\eta=\tau_{0}}, w>v \\
= & \frac{-\mathrm{i} \tau^{2}}{16\left(1-\tau^{2}\right)}\left[\sum_{j=0}^{2} P_{j} \int_{0}^{1} \frac{\left(1-\eta^{2}\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\eta^{2}-t_{j}^{2}} \mathrm{~d} \eta\right. \\
& \left.+\sum_{j=0}^{2} S_{j} \int_{0}^{1} \frac{\left(\tau^{2}-\eta^{2}\right)^{1 / 2} H b_{0}^{\prime \prime}\left(m _ { 1 } \eta ( w ^ { \prime } ) J _ { 0 } ^ { ( } \left(\eta_{1} \eta\left(\eta^{\prime}\right)\right.\right.}{\eta^{2}-\tau_{j}^{2}} \cdot \mathrm{~d} \eta\right] \\
& +\pi \mathrm{i}^{2}\left[\frac{\left(\eta^{2}-1\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w^{\prime}\right) J_{0}\left(m_{1} \eta v\right)}{Q_{0}^{\prime}(\eta)}\right]_{\eta=\mathrm{r}_{0}}, w>v \tag{17}
\end{align*}
$$

where

$$
\tau=\frac{m_{2}}{m_{1}}=\frac{c_{1}}{c_{2}}, Q_{0}(\eta)=\left(2 \eta^{2}-\tau^{2}\right)^{2}-4 \eta^{2}\left(\eta^{2}-1\right)^{1 / 2}\left(\eta^{2}-\tau^{2}\right)^{1 / 2}
$$

and $\tau_{0}$ is the root of the Rayleigh wave equation $Q_{0}(\eta)=0 . \tau_{1}, \tau_{2}$ are the roots of the cquation

$$
\left(2 \eta^{2}-\tau^{2}\right)^{2}+4 \eta^{2}\left(\eta^{2}-1\right)^{1 / 2}\left(\eta^{2}-\tau^{2}\right)^{1 / 2}=0
$$

$Q_{0}^{\prime}(\eta)$ denotes the derivative of $Q_{0}(\eta)$ with respect to $\eta$ and

$$
P_{j}=\frac{\left(2 \tau_{j}^{2}-\tau^{2}\right)}{\prod_{1}^{2}\left(\tau_{j}^{2}-\left(\tau_{j}^{2}\right)\right.}, \quad S_{j}=\frac{4 \tau_{j}^{2}\left(\tau_{j}^{2}-1\right)}{\prod_{i}^{2}\left(\tau_{j}^{2}-\left(\tau_{j}^{2}\right)\right.}, \quad i, j=0,1,2 \text { and } i \neq j .
$$

The corresponding expression for $L_{1}(v, w)$ for $w<v$ follows from eqn (17) by interchanging $w$ and $v$. For a Poisson ratio $\sigma=\frac{1}{4}$, the values of $\tau, \tau_{0}, \tau_{1}$ and $\tau_{2}$ are given by

$$
\tau^{2}=\frac{2(1-\sigma)}{(1-2 \sigma)}=3, \quad \tau_{0}^{2}=\frac{3}{(0.9194)^{2}}, \quad \tau_{1}^{2}=\frac{3}{(2+2 \sqrt{3})} \quad \text { and } \quad \tau_{2}^{2}=\frac{3}{4} .
$$

Hence, in this case $\tau_{2}<\tau_{1}<1<\tau<\tau_{0}$.
By using the series expansions of $J_{0}$ and $H_{0}^{(1)}$, and evaluating the integrals arising in eqn (17), we obtain, after some algebraic manipulation,

$$
\begin{align*}
L_{1}(v, w) & =\frac{2}{\pi} \tau^{2}\left[\left(\gamma+\log \frac{m_{1} w}{2}-\frac{\pi i}{2}\right) M+N-\frac{P}{4}\left(w^{2}+\dot{v^{2}}\right) m_{1}^{2} \log m_{1}\right]+O\left(m_{1}^{2}\right) \quad w>v . \\
& =\frac{2}{\pi} \tau^{2}\left[\left(\gamma+\log \frac{m_{1} v}{2}-\frac{\pi i}{2}\right) M+N-\frac{P}{4}\left(w^{2}+v^{2}\right) m_{1}^{2} \log m_{1}\right]+O\left(m_{1}^{2}\right) \quad w<v \tag{18}
\end{align*}
$$

where $y=0.5772157 \ldots$ is Euler's constant,

$$
\begin{equation*}
M \equiv-\frac{\pi}{4\left(1-t^{2}\right)} \tag{19}
\end{equation*}
$$

$$
\begin{gather*}
N=\frac{\pi}{32\left(1-\tau^{2}\right)}\left[4 \log \frac{4}{\tau}+\sum_{j=1}^{2} P_{j} \frac{\sqrt{\left(1-\tau_{j}^{2}\right)}}{\tau_{j}} \tan ^{-1} \frac{\sqrt{\left(1-\tau_{j}^{2}\right)}}{\tau_{j}}-P_{0} \frac{\sqrt{\left(\tau_{0}^{2}-1\right)}}{\tau_{0}}\right. \\
\log _{0}\left\{\tau_{0} f \sqrt{\left(\tau_{0}^{2}-1\right)}\right)+\sum_{j=1}^{2} S_{j} \frac{\sqrt{\left(\tau^{2}-\tau_{j}^{2}\right)}}{\tau_{j}} \tan -1 \frac{\sqrt{\left(\tau^{2}-\tau_{j}^{2}\right)}}{\tau_{j}}  \tag{20}\\
\left.-S_{0} \frac{\sqrt{\left(\tau_{0}^{2}-\tau^{2}\right)}}{\tau_{0}} \log \left\{\frac{\tau_{0}+\sqrt{\left(\tau_{0}^{2}-\tau^{2}\right)}}{\tau}\right\}\right]  \tag{2l}\\
P=\frac{\pi}{32\left(1-\tau^{2}\right)}\left[\sum_{j=0}^{2} P_{j}\left(\frac{1}{2}-\tau_{j}^{2}\right)+\sum_{j=0}^{2} S_{j}\left(\frac{\tau^{2}}{2}-\tau_{j}^{2}\right)\right]
\end{gather*}
$$

Next, differentiating both sides of relation (14) with respect to $x$, we obtain

$$
\begin{aligned}
\int_{a}^{b} t f\left(t^{2}\right) \mathrm{d} t & \int_{0}^{\infty} \frac{\gamma_{1} m_{2}^{2} \xi}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}} \sin \xi x \sin \xi t \mathrm{~d} \xi \\
& +\int_{c}^{1} u g\left(u^{2}\right) \mathrm{d} u \int_{0}^{\infty} \frac{-\gamma_{1} m_{2}^{2} \xi}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}} \sin \xi x \sin \xi u \mathrm{~d} \xi=0, \psi_{1} \in I_{2}, I_{4} .
\end{aligned}
$$

Following a similar procedure as for deriving eqn (15), we get

$$
\begin{align*}
& x \int_{a}^{b} \frac{t f\left(t^{2}\right)}{x^{2}-t^{2}} \mathrm{~d} t+x \int_{c}^{1} \frac{u g\left(u^{2}\right)}{x^{2}-u^{2}} \mathrm{~d} u=\int_{a}^{b} t f\left(t^{2}\right) \mathrm{d} t \frac{\partial}{\partial t} \int_{0}^{x} \int_{0}^{t} \frac{w v L_{2}(v, w) \mathrm{d} v \mathrm{~d} w}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(t^{2}-v^{2}\right)^{1 / 2}} \\
&+\int_{c}^{1} u g\left(u^{2}\right) \mathrm{d} u \frac{\partial}{\partial u} \int_{0}^{x} \int_{0}^{u} \frac{w v L_{2}(v, w) \mathrm{d} w \mathrm{~d} v}{\left(x^{2}-w^{2}\right)^{1 / 2}\left(u^{2}-v^{2}\right)^{1 / 2}}, \quad x \in I_{2}, I_{4} \tag{22}
\end{align*}
$$

where

$$
\begin{equation*}
L_{2}(v, w)=\int_{0}^{\infty}\left[\xi-\frac{2 \gamma_{1} \xi^{2}\left(m_{1}^{2}-m_{2}^{2}\right)}{\left(2 \xi^{2}-m_{2}^{2}\right)^{2}-4 \xi^{2} \gamma_{1} \gamma_{2}}\right] J_{0}(\xi w) J_{0}(\xi v) \mathrm{d} \xi \tag{23}
\end{equation*}
$$

For small values of $m_{1}$ and $m_{2}$ such that $m_{1}=O\left(m_{2}\right)$, one can use the contour integration technique mentioned above and obtain

$$
\begin{align*}
L_{2}(v, w)= & 2 \mathrm{i} m_{1}^{2}\left(1-\tau^{2}\right) \int_{0}^{1} \frac{\left(1-\eta^{2}\right)^{1 / 2}\left(2 \eta^{2}-\tau^{2}\right)^{2} \eta^{2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\left(2 \eta^{2}-\tau^{2}\right)^{4}+16 \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\dot{\eta}^{2}\right)} \mathrm{d} \eta \\
\because \quad & +4 \mathrm{i} m_{1}^{2}\left(1-\tau^{2}\right) \int_{0}^{r}-\frac{2 \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{\left(2 \eta^{2}-\tau^{2}\right)^{4}+16 \eta^{4}\left(\eta^{2}-1\right)\left(\tau^{2}-\eta^{2}\right)} \mathrm{d} \eta \\
& -2 \pi \mathrm{i} m_{1}^{2}\left(1-\tau^{2}\right)\left[\frac{\eta^{2}\left(\eta^{2}-1\right)^{1 / 2} H_{0}^{(1)}\left(m_{1} \eta w\right) J_{0}\left(m_{1} \eta v\right)}{Q_{0}^{\prime}(\eta)}\right]_{\eta=\tau_{0}}, \quad w>v \tag{24}
\end{align*}
$$

By a process similar to the one which led to eqn (18), eqn (24) can be written as

$$
\begin{equation*}
L_{2}(v, w)=-\frac{4 P}{\pi}\left(l-\tau^{2}\right) m_{1}^{2} \log m_{1}+O\left(m_{1}^{2}\right) \tag{25}
\end{equation*}
$$

where $P$ is given by eqn (21).

Now examining relations (15) and (18), we assume the expressions of the functions $f\left(r^{2}\right)$ and $g\left(u^{2}\right)$ as

$$
\begin{align*}
& f\left(t^{2}\right)=f_{0}\left(t^{2}\right)+f_{1}\left(t^{2}\right) m_{1}^{2} \log m_{1}+O\left(m_{1}^{2}\right) \\
& g\left(u^{2}\right)=g_{0}\left(u^{2}\right)+g_{1}\left(u^{2}\right) m_{1}^{2} \log m_{1}+O\left(m_{1}^{2}\right) . \tag{26}
\end{align*}
$$

Putting the above expressions of $f\left(t^{2}\right)$ and $g\left(u^{2}\right)$, and the value of $L_{2}(v, w)$ given by eqn (25) in eqn, (22) and equating the cocfficients of like powers of $m_{1}$ we obtain

$$
\begin{equation*}
\int_{a}^{h} \frac{t f_{0}\left(t^{2}\right)}{x^{2}-t^{2}} \mathrm{~d} t+\int_{=}^{1} \frac{u g_{0}\left(u^{2}\right)}{x^{2}-u^{2}} \mathrm{~d} u=0, \quad x \in I_{2}, J_{4} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b} \frac{t f_{1}\left(t^{2}\right)}{x^{2}-t^{2}} \mathrm{~d} t+\int_{c}^{1} \frac{u g_{1}\left(u^{2}\right)}{x^{2}-u^{2}} \mathrm{~d} u=-\frac{4}{\pi} P\left(1-\tau^{2}\right)\left[\int_{a}^{b} t f_{0}\left(t^{2}\right) \mathrm{d} t+\int_{c}^{1} u g_{0}\left(u^{2}\right) \mathrm{d} u\right], \quad x \in I_{2}, I_{4} . \tag{28}
\end{equation*}
$$

Following Srivastava and Lowengrub (1970), the solutions of the above integral equations (27) can be obtained as

$$
\begin{align*}
f_{0}\left(t^{2}\right)= & D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}} \\
& -D_{2}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)}}, \quad t \in I_{2} \tag{29}
\end{align*}
$$

and

$$
\begin{align*}
\because \quad g_{0}\left(u^{2}\right)= & D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}} \\
& +D_{2}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \frac{1}{\sqrt{\left(u^{2}-c^{2}\right)\left(1-u^{2}\right)}}, \quad u \in I_{4} \tag{30}
\end{align*}
$$

where $D_{1}$ and $D_{2}$ arc constants which can be calculated as follows:
We substitute the value of $L_{1}(v, w)$ from eqn (18), as well as the expansions of $f\left(t^{2}\right)$ and $g\left(u^{2}\right)$ obtained from eqns (26), (29) and (30) up to $O\left(m m_{1}^{2} \log m_{1}\right)$ in eqn (15). When the cocfficients of like powers of $m_{1}$ from both sides of the resulting equation are equated, after some algebraic manipulation we get the following

$$
\begin{equation*}
D_{1}=\frac{\pi v_{0}}{4 \tau^{2}} \frac{\left(X_{2}-X_{1}\right)}{\left(X_{1} X_{4}-X_{2} X_{3}\right)} ; \quad D_{2}=\frac{\pi v_{n}}{4 \tau^{2}} \frac{\left(X_{1}-X_{3}\right)}{\left(X_{1} X_{4}-X_{2} X_{3}\right)} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{1}=\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left[\left\{\left(y+\log \frac{m_{1}}{2}-\frac{\pi \mathrm{i}}{2}\right) M+N\right\}\left(J_{1}+J_{3}\right)+\frac{1}{2} M J_{1} \log \left(b^{2}-a^{2}\right)+M J_{5}\right] \tag{32}
\end{equation*}
$$

$$
\begin{equation*}
X_{2}=\left\{\left(\gamma+\log \frac{m m_{1}}{2}-\frac{\pi \mathrm{i}}{2}\right) M+N\right\}\left(J_{4}-J_{2}\right)-\frac{1}{2} M J_{2} \log \left(b^{2}-a^{2}\right)+M J_{6} \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
X_{3}=\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left[\left\{\left(\gamma+\log \frac{m_{1}}{2}-\frac{\pi i}{2}\right) M+N\right\}\left(J_{1}+J_{3}\right)+\frac{1}{2} M J_{3} \log \left(1-c^{2}\right)+M J_{7}\right] \tag{34}
\end{equation*}
$$

$$
\begin{align*}
& X_{4}=\left\{\left(\gamma+\log \frac{m_{1}}{2}-\frac{\pi i}{2}\right) M+N\right\}\left(J_{4}-J_{2}\right)+\frac{1}{2} M J_{4} \log \left(l-c^{2}\right)-M J_{y} \\
& J_{1}=\int_{a}^{b}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} \frac{t \mathrm{~d} t}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}} ; J_{2}=\int_{a}^{u}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \frac{t \mathrm{~d} t}{\sqrt{\left(l-t^{2}\right)\left(c^{2}-t^{2}\right)}} \\
& J_{3}=\int_{c}^{1}\left(\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} \frac{u d u}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}} ; J_{4}=\int_{c}^{1}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \frac{u \mathrm{~d} u}{\sqrt{\left(u^{2}-c^{2}\right)\left(1-u^{2}\right)}} \\
& J_{5}=\int_{t}^{1} \frac{u \log \left(\sqrt{u^{2}-b^{2}}+\sqrt{u^{2}-a^{2}}\right)}{\sqrt{\left(u^{2}-u^{2}\right)\left(u^{2}-b^{2}\right)}}\left(\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} \mathrm{~d} u \\
& J_{6}=\int_{c}^{1} \frac{u \log \left(\sqrt{u^{2}-b^{2}}+\sqrt{u^{2}-a^{2}}\right)}{\sqrt{\left(1-u^{2}\right)\left(u^{2}-c^{2}\right)}}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \mathrm{~d} u \\
& J_{7}=\int_{a}^{b} \frac{t \log \left(\sqrt{c^{2}-t^{2}}+\sqrt{1-t^{2}}\right)}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} \mathrm{~d} t \\
& J_{8}=\int_{a}^{b} \frac{t \log \left(\sqrt{c^{2}-t^{2}}+\sqrt{1-t^{2}}\right)}{\sqrt{\left(l-t^{2}\right)\left(c^{2}-t^{2}\right)}}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \mathrm{~d} t . \tag{35}
\end{align*}
$$

## 4. STRESS INTENSITY FACTORS AND DISPLACEMENT

The normal stress $\tau_{y y}(x, y)$ on the plane $y=0$ can be found from the relations (10), (13), (26), (29) and (30) as

$$
\begin{align*}
\tau_{y^{\prime}}(x, 0)= & \frac{\pi \mu x}{\sqrt{\left(x^{2}-a^{2}\right)\left(b^{2}-x^{2}\right)}}\left[D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{c^{2}-x^{2}}{1-x^{2}}\right)^{1 / 2}\right. \\
& \left.-D_{2} \frac{\left(x^{2}-a^{2}\right)}{\sqrt{\left(1-x^{2}\right)\left(c^{2}-x^{2}\right)}}\right]+O\left(m_{1}^{2} \log m_{1}\right), \quad x \in I_{2} \\
= & \frac{\pi \mu x}{\sqrt{\left(x^{2}-c^{2}\right)\left(1-x^{2}\right)}}\left[D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2} \frac{\left(x^{2}-c^{2}\right)}{\sqrt{\left(x^{2}-a^{2}\right)\left(x^{2}-b^{2}\right)}}\right. \\
& \left.+D_{2}\left(\frac{x^{2}-a^{2}}{x^{2}-b^{2}}\right)^{1 / 2}\right]+O\left(m_{1}^{2} \log m_{1}\right), \quad x \in I_{4} . \tag{36}
\end{align*}
$$

Defining the stress intensity factors at the edges of the strips by the relations

We get

$$
\begin{gather*}
K_{a}=\left|\frac{\sqrt{a} D_{1} / v_{0}}{\sqrt{2\left(b^{2}-a^{2}\right)}}\right|  \tag{37}\\
K_{b}=\left|\frac{\sqrt{b}}{\sqrt{2\left(b^{2}-a^{2}\right)}}\left\{\frac{D_{1}}{v_{0}}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(\frac{c^{2}-b^{2}}{1-b^{2}}\right)^{1 / 2}-\frac{D_{2}}{v_{0}} \frac{\left(b^{2}-a^{2}\right)}{\left.\sqrt{\left(1-b^{2}\right)\left(c^{2}-b^{2}\right)}\right)}\right\}\right|  \tag{38}\\
K_{c}=\left|\frac{\sqrt{c}}{\sqrt{2\left(1-c^{2}\right)}} \frac{D_{2}}{v_{0}}\left(\frac{c^{2}-a^{2}}{c^{2}-b^{2}}\right)^{1 / 2}\right|  \tag{39}\\
K_{1}=\left|\frac{1}{\sqrt{2\left(1-c^{2}\right)}}\left\{\frac{\left(1-c^{2}\right) D_{1}}{\sqrt{\left(c^{2}-a^{2}\right)\left(1-b^{2}\right)}}+\left(\frac{1-a^{2}}{1-b^{2}}\right)^{1 / 2-} D_{2}\right\}\right| \tag{40}
\end{gather*}
$$

The vertical displacement $v(\underset{\sim}{x}, y)$ on the plane $y=0$ can be obtained from eqns (9), (13), (26), (29) and (30) as

$$
\begin{align*}
v(x, 0) & =\frac{4 \tau^{2}}{\pi}\left[\{ ( \gamma + \operatorname { l o g } m _ { 1 } - \frac { \pi \mathrm { i } } { 2 } ) M + N \} \left\{D_{1}\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2}\left(J_{1}+J_{3}\right)\right.\right. \\
& \left.\left.+D_{2}\left(J_{4}-J_{2}\right)\right\}+\frac{M}{2}\left\{\left(6-J_{11}\right)\left(\frac{1-a^{2}}{c^{2}-a^{2}}\right)^{1 / 2} D_{1}+D_{2}\left(J_{12}-J_{10}\right)\right\}\right] \quad x \in I_{1}, I_{3}, I_{3} \tag{41}
\end{align*}
$$

where

$$
\begin{aligned}
J_{9} & =\int_{a}^{b} \frac{t \log \left|t^{2}-x^{2}\right|}{\sqrt{\left(t^{2}-a^{2}\right)\left(b^{2}-t^{2}\right)}}\left(\frac{c^{2}-t^{2}}{1-t^{2}}\right)^{1 / 2} \mathrm{~d} t \\
\because J_{10} & =\int_{a}^{b} \frac{t \log \left|t^{2}-x^{2}\right|}{\sqrt{\left(1-t^{2}\right)\left(c^{2}-t^{2}\right)}}\left(\frac{t^{2}-a^{2}}{b^{2}-t^{2}}\right)^{1 / 2} \mathrm{~d} t \\
J_{11} & =\int_{c}^{1} \frac{u \log \left|u^{2}-x^{2}\right|}{\sqrt{\left(u^{2}-a^{2}\right)\left(u^{2}-b^{2}\right)}}\left(\frac{u^{2}-c^{2}}{1-u^{2}}\right)^{1 / 2} \mathrm{~d} u \\
J_{12} & =\int_{c}^{1} \frac{u \log \left|u^{2}-x^{2}\right|}{\sqrt{\left(u^{2}-c^{2}\right)\left(1-u^{2}\right)}}\left(\frac{u^{2}-a^{2}}{u^{2}-b^{2}}\right)^{1 / 2} \mathrm{~d} u .
\end{aligned}
$$

## 5. NUMERICAL RESULTS AND DISCUSSION

The stress intensity factors (SIF) $K_{a}, K_{b}, K_{c}$ and $K_{1}$ at the edges of the strips and vertical displacement $\left|v(x, 0) / v_{0}\right|$ near the rigid strips have been plotted against dimensionless frequency $m_{1}$ and distance $x$, respectively, for a Poisson solid $\left(\tau^{2}=3\right)$.

It is found that whatever the lengths of the strips are, SIFs at the four edges of the strips increase with an increase in the value of $m_{1}\left(0.1 \leqslant m_{1} \leqslant 0.6\right)$.

From the graphs, it may be further noted that with a decrease in the length of the inner strip, which might be induced either by increasing " $a$ " or by decreasing " $b$ " the SIFs gradually increase (Figs 2-9).

Also, a decrease in the value of the lenglin of the outer strip, which might be induced by increasing the value of $c$, causes an increase in the values of the SIFs (Figs 10-13), from which an interesting conclusion might be drawn: i.e. that the presence of the outer strip suppresses the SIFs at both the edges of the inner strip and the presence of the inner strip suppresses the SIFs at both the edges of the outer strip.


Fig. 2. Stress intensity factor $K$, vs dimensionless frequency $m_{1}$ for $b=0.6, c=0.8$ and for d ficremt values of $a$.


Fig. 3. Stress intensity factor $K_{b}$ vs dimensionless frequency $m_{1}$ for $b=0.6, c=0.8$ and for different values of $a$.


Fig. 4. Stress inteasity factor $K_{c}$ vs dimensionless frequency $m_{1}$ for $b=0.6, c=0.8$ and for different values of $a$.


Fig. 5. Stress intensity factor $\mathcal{K}_{1}$ vs dimensionless frequency $m_{1}$ for $b=0.6, c=0.8$ and for different values of $a$.


Fig. 6. Stress intensity factor $K$. vs dimensionless frequency $m_{1}$ for $a=0.2, c=0.8$ and for different values of $b$.


Fig. 7. Stress intensity factor $K_{b}$ vs dimensionless frequency $m_{1}$ for $a=0.2, c=0.8$ and for different values of $b$.


Fig. 8. Stress intensity factor $K_{c}$ vs dimensionless frequency $m_{1}$ for $a=0.2, c=0.8$ and for different values of $b$.


Fig. 9. Stress intensity factor $K_{1}$ vs dimensionless frequency $m_{1}$ for $a=0.2, c=0.8$ and for different values of $b$.


Fig. 10. Stress intensity factor $K_{a}$ vs dimensionless frequency $m_{\mathrm{i}}$ for $a=0.2, b=0.4$ and for different values of $c$.


Fig. 11. Stress intensity factor $K_{b}$ vs dimensionless frequency $m_{1}$ for $a=0.2, b=0.4$ and for different values of $c$.

Forced vertical vibration of four rigid strips on a semi-infinite clastic solid


Fig. 12. Stress intensity factor $K_{\mathrm{c}}$ vs dimerisionless frequency $m_{1}$ for $a=0.2, b=0.4$ and for different values of $c$.


Fig. 13. Stress intensity factor $K_{1}$ vs dimensionless frequēncy $m_{1}$ for $a=0.2, b=0.4$ and for different values of $c$.
S.C. Mandal er al.


Fig. 14. Vertical displacement $\left|v(x, 0) / v_{0}\right|$ vs dimensionless distance $x$ for $b=0.6, c=0.8, a=0.2$, 0.4 and for $m_{l}=0.1,0.2,0.3$.


Fig. 15. Vertical displacement $\left|v(x, 0) / v_{0}\right|$ vs dimensionless distance $x$ for $a=0.2, c=0.8, b=0.4$, 0.6 and for $m_{1}=0.1,0.2,0.3$.


Fig. 16. Vertical displacement $\left|v(x, 0) v_{0}\right|$ vs dimensionless distance $x$ for $a=0.2, b=0.4, c=0.6$, 0.8 and for $m_{1}=0.1,0.2,0.3$.

The vertical displacement has been plotted for different strip lengths. It is found from Figs 14-16 that with an increase in value of strip lengths, the displacement increases.

Acknowledgement-One of the authors (M.L.G.) is grateful to Dr J. A. Hudson, Department -of Applied Mathematics and Theoretical Physics of the University of Cambridge for helpful discussion during his visit to the University of Cambridge and S.C.M. is grateful to Jawaharlal Nehru Centre for Advanced Scientific Research for financial support and also expresses his thanks to Prof. A. Chakraborty for continuous encouragements.

We also take the opportunity of thanking the referee for valuable comments for the improvement of the paper.

## REFERENCES

Awojobi, O. A. and Grootenhuis, P. (1965). Vibration of rigid bodies on semi-infinite elastic media. Proc. Roy. Soc. London A287, 27-63.
Gosh, M. and Ghosh, M. L. (1985). Harmonic rocking of a rigid strip on a semi-infinite elastic medium. Ind n J. Pure Appl. Math. 16, 938-955.
Gladwell, G. M. L. (1968). Forced tangential and rotatory vibration of a rigid circular disc on a semi-infinite solid. Int. J. Engng Sci. 6, 591-607.
Karasudhi, P., Seer, L. M. and Lee, S. L. (1968). Vibratory motion of a body on an elastic half plane. J. App. Mech. 4, 697-705.
Mandal, S. C. and Ghost, M. L. (1992). Forced vertical vibration of two rigid strips on a semi-infinite elastic solid. J. Sound and Vibration 158, 169-179.
Miller, G. F. and Pusey, H. (1954). The field and radiation impendence of mechanical radiators on the surface of semi-infinite isotropic solid. Proc. Roy. Soc. London A223, 521-541.
Reissner, E. (1937). Freie and erzwungene Torsionsschwingungen den elastischen Halbraumes. Ingenien Archit. 2, 229-445.
Robertson, l. A. (1966). Forced vertical vibration of a rigid circular disc on a semi-infinite elastic solid. Proc. Camb. Phil. Soc. 62, 547-553.
as 22, 293-309.
Roy, A. (1986). Dynamic response of elliptic footing. Int. J. Solids $22,293-309$.
Srivastava, K. N. and Xowengrub, M. (1970). Finite Hilbert trahsfonn technique for triple integral equations with trigonometrical kernels. Proc. Roy: Soc. FAin. LXVIIII 309-321.
Wickham, G. R. (1977). The forced two dimensional oscillations of a rigid strip in a smooth contact with a semiinfinite clastic solid. Proc. Camb. Phil. Soc. 81. 291--311.


[^0]:    7 Journal of Techn. Physics $1 / 85$

[^1]:    $\dagger$ Author to whom contepondence should be addressed.

