Chapter 6

Managing uncertainty

6.1. Introduction

In real world, sometimes either we have no knowledge about an object or we have some incomplete, vague and imprecise knowledge about an object [1,2]. Any tool supposed to assist human decision making needs to take into account the inexact nature of information expecting to lead to rational decisions. Different forms of inexactness may surface for a problem domain. Lacking any unique theory to manage all the forms as a whole, different approaches have been proposed with their own zone of applicability. Proper design and selection of a suitable scheme should be in tune with the requirements of the application domain. Moreover, the proper selection should also depend on certain important properties of a scheme like expressive power and adequacy in context to the application domain.

The sources and nature of inexactness have been identified for the present problem domain which are presented in section 6.2. We have classified the associated inexactness of the domain in the same section. Section 6.3 deals with the tools/methods for managing/reducing those inexactness in information. Some common approaches of dealing with inexactness in expert systems have been discussed in brief. In section 6.4, a suitability analysis has been provided in context to the present problem domain. In the last section, our conclusions and discussion have been provided.

6.2. Sources and nature of inexact information

During the development of an expert system which needs to reason with inexact information, one has to identify the sources and nature of inexactness. This is required for justifying the relative suitability of any method mechanising the process of reasoning with inexactness for the problem domain at hand.

Let us investigate now the typical physical and logical sources and nature of inexactness of information for the tea insect pests and disease domain. In table 6.1, the possible physical sources and their nature and explanation have been presented. From the table 6.1, one can observe that there are not just one or two sources of inexactness, but six major areas, which between them break down into almost, fourteen sub-areas. It also indicates the varied nature of inexactness. Combining all these possible physical sources, one can identify the following possible logical sources of inexactness of information:
• Lack of adequate data,
• Inconsistency of data,
• Inherent human fuzzy concepts,
• Matching of similar rather than identical situations,
• Differing (expert) opinions,
• Ignorance,
• Imprecision in measurements,
• Lack of available theory to describe a particular situation.

In our system, five types of inexactness have been classified as follows:

• **Uncertainty in observation level**

Fumbling answer from an observer with lack of confidence.

Example:

Question: Is young leaf the primary site of damage?
Answer: Yes / No / not clear.

The answer 'not clear' does not offer absolute certainty about the piece of information. The degree of (un)certainty is usually represented by a numerical value. In the above example, if the answer is 'Yes' or 'No', the certainty factor (CF) is 1. But, if the answer is 'not clear' the certainty factor may be in between 0.5 to 0.8 depending upon the mode of answer.

• **Fuzzy information**

Fuzziness (sharplessness) occurs when the boundary of a piece of information is not clear cut.

Example:

The drainage is adequate.
The attack is severe.
The humidity is high.

The linguistic articulations like 'adequate', 'severe', 'high' are fuzzy terms and these terms have shades of meaning.
• **Simultaneous occurrence of uncertainty and fuzziness**

Sometimes, there are situations where uncertainty and fuzziness may occur simultaneously.

Example:

If the temperature is low and bush is attacked by Red Spider then apply Sulphur (0.85)

Here, 0.85 is the certainty factor and 'low' is fuzzy term.

• **Uncertain-fuzzy**

There are situations where uncertainty can be fuzzy.

Example:

If the temperature of the day is high (around 30° C) then do not apply Sulphur.

Here around 30° C is the fuzzy uncertainty and high is fuzzy term.

• **Non-monotonic nature**

Question: Is the section is highly affected by insect pests?
Answer: Yes, the section is highly affected by the insect pests.

With this reply (CF=0.95) the investigator proceeds to other investigations. After a few investigations, he/she finds that the pesticides used are not significant. This finding, obviously, contradicts the reply from the field workers/managers of the garden whose CF may be 0.4 or 0.3. The associated facts and rules have also to be changed with this changing CF. This is how the non-monotonic reasoning works to offer a safeguard to the subjective reply during a consultation session.
Table 6.1. Sources and nature of inexactness

<table>
<thead>
<tr>
<th>Sources and Nature</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Problem domain</td>
<td>1. In this system it is very difficult to design precise aspiration levels to most of the controlling parameters. No well defined algorithm or logic is present.</td>
</tr>
<tr>
<td>2. Tea bush</td>
<td>2. Both side conversation not possible. Only the observer/expert has the full responsibility to identify the sign and symptoms of the attack.</td>
</tr>
<tr>
<td>3. Symptoms</td>
<td>3. The symptom of the attack of the same insect pest or disease may differ in different climatic conditions. The symptom of an attack may be similar with other symptom caused by other effects like water login, improper application of manure etc. The secondary symptom of any attack may be appeared as the primary symptom of another attack. The same symptom of attack due to different insect pest or disease may lead to wrong conclusion. Some apparently minute but vital symptom may be overlooked by the observer.</td>
</tr>
<tr>
<td>4. Insects pests/diseases:</td>
<td>4. The morphology of an insect pest or the appearance of the disease may also differ due to different geographical region and climatic conditions. It may not be possible to identify the field physically.</td>
</tr>
<tr>
<td>5. Observer / Expert:</td>
<td>5. There may be the confusion of the expert/observer to select any one from two nearly identical observations like “New flush stunted” and “Sick or wilting” of Bush Appearance. When colour is one of the vital issues, the perfection of the colour selection depends on the colour secession of the eyes of the expert/observer.</td>
</tr>
<tr>
<td>6. Plant pathological test not available.</td>
<td>6. Laboratory investigations may not be available due to lack of infrastructure and technician.</td>
</tr>
</tbody>
</table>

At the starting of a typical decision making session, an observer/worker has to observe the field from various angles. He may observe the field with his working experience and so on. He may face the above forms of inexactness of information which may be the result of the combined conspiracy of the above discussed
sources and other unidentified sources. Here, proper management of inexact information is necessary which plays a pivotal role in rational decision making.

6.3. Methods for managing inexact information

A number of methods have been proposed to deal with different aspects of inexact information management with their varying degrees of success. In essence [3], they can take one of the seven forms such as non-numerical techniques, categorical techniques, probabilistic modelling, ad-hoc techniques, Bayesian inference, fuzzy logic, and Dempster-Shafer (DS) theory of evidence.

The common approaches in dealing with inexactness in expert systems are: Bayesian probability approach, DS-theory of evidence, Stanford CF-calculus, and Fuzzy set theoretic approach. In addition, inexact reasoning has itself non-monotonic aspect. It may be noted here that none of the methods except CF-calculus has been developed with a reference to AI and expert systems and neither has yet been universally adopted by theoreticians nor practitioners.

It may be stated as a generally accepted fact that any theory designed to cover the concept of inexactness should essentially be able to provide a method for changing prior opinion in the light of new evidence: non-monotonic reasoning. For example, DS approach having a rigorous mathematical theory, handles the situation using Dempster's rule of combination.

6.3.1. Bayesian probability theory [4]

The Bayesian approach is based on formal probability theory and has shown up in several areas of AI research, including expert systems and pattern recognition problems. However, this particular approach can deal only with uncertainty.

One of the most important results of probability theory is Bayes' theorem. Bayes' theorem states:

\[
Pr \{ E_j | F \} = \frac{\prod \{ F | E_j \}}{\prod \{ E_j \}} \prod \{ E_j \} \quad \text{6.1}
\]

\[
= \frac{\sum \{ F | E_i \} \prod \{ E_i \}}{\sum \{ F | E_i \} \prod \{ E_i \}} \prod \{ E_i \}
\]

where we assume that
Usually, \( \Pr\{E_j\} \) and \( \Pr\{E_j \mid F\} \) are called Bayesian 'Prior' and Bayesian 'Posterior' respectively.

This theorem has been used in a number of expert systems. One such notable expert system is PROSPECTOR developed [5] as a consultation system for mineral exploration. It is based on the above assumptions 6.2, 6.3 and 6.4. We may cite here at least one PROSPECTOR-like system which has been developed based on this theorem where the above assumptions are implied [6].

### 6.3.2. Dempster / Shafer theory of evidence [7,8]

The DS theory begins with the view that problem-solving activities can be described as a process of attempting to answer questions of interest [9]. Possible answers to a question are represented as a set of interrelated propositional sentences called a frame of discernment (FOD), denoted by \( \Theta \). For a given FOD, at any instant, one and only one propositional sentence is possibly true. One has to form a consensus about the truth of propositions based on opinions that bear upon the question of interest to find the correct evidences from two or more independent sources and then they are combined to get a consensus.

Within DS theory, each independent sources conveys its belief via a mass distribution \( m \) which is defined as :

\[
m : 2^{\Theta} \rightarrow [0,1] \quad \text{6.5}
\]

where

\[
m(\emptyset) = 0 \quad \text{6.6}
\]

and

\[
\sum_{A \subseteq \Theta} m(A) = 1 \quad \text{6.7}
\]

\[
Pr\{E_i\} > 0 \quad \text{for all } i, \quad \text{6.2}
\]

\[
Pr\{E_i \cap E_j\} = 0 \quad \text{for } i \neq j \quad \text{6.3}
\]

and

\[
\sum_{i=1}^{n} Pr\{E_i\} = 1 \quad \text{6.4}
\]
The quantity \( m(A) \) is called \( A \)'s 'basic probability' or 'basic probability assignment' or simply 'basic assignment' and it is understood to be the measure of the belief that is committed exactly to \( A \). To obtain the measure of total belief committed to \( A \), one must use the following:

\[
\text{Bel}(A) = \sum_{B \subseteq A} m(B) \quad \text{.................................. 6.8}
\]

Evidence obtained in the same context from two independent sources which are expressed by two basic assignments \( m_1 \) and \( m_2 \) on some power set \( P(X) \) must be appropriately combined to obtain a joint basic assignment \( m_{1,2} \). This can be achieved using Dempster's rule of combination as:

\[
\frac{\sum_{B \cap C = A} m_1(B) \cdot m_2(C)}{1 - k} \quad \text{.................................. 6.9}
\]

For \( A \neq \emptyset \)

\[
K = \sum_{B \cap C = \emptyset} m_1(B) \cdot m_2(C) < 1 \quad \text{................. 6.10}
\]

and

\[
m_{1,2}(\emptyset) = 0
\]

Multiple independent opinions can be combined in any order affecting the final result since Dempster's rule is both commutative and associative. If the initial opinions are independent, the derivative opinions are independent as long as they share no common ancestors. If normalisation is performed after each pair of opinions have been pooled, then the total degree of conflict between all the knowledge sources will be lost. However, it is possible to show that deferring normalisation until the final orthogonal sum is computed will produce the same results while extracting the total degree of conflict [1].

The concept of support pair \([S, U]\) is the basis of Dempster-Shafer theory of evidence. \( S \), the necessary support, is the minimum support that is given to the truth value probability assignment. \( U \), the possible support, is the maximum possible truth value probability assignment. In DS theory, a belief in hypothesis, \( B(H) \), is the sum of
Probabilities for all the subsets of $H$. Support pairs accommodate for the situations where the sum of the belief that a hypothesis is true and the belief that the negation of the hypothesis is also true, is less than one i.e.,

$$B(H) + B(\neg H) < 1$$

But for $B(H)$ and $B(\neg H)$ to be truth value probabilities, their sum must be equal to 1. Since this is not always the case, $B(H)$ is called necessary support, and the complement of $B(H)$ is called the possible support. So,

$$S = B(H) \text{ and } U = 1 - B(H)$$

Therefore, $[S, U]$ thus defines an evidential interval, where residual inexactness in $H$ is given by $U - S$, which is sometimes referred to as the ignorance of $H$ which is represented as $\text{Igr}(H)$. This residual inexactness can be reduced upon learning new evidence supporting the hypothesis. $\text{Igr}(H)$ will become zero having full evidence supporting the hypothesis; the evidential interval merges to become a point probability, the Bayesian method becomes a special case of the DS - representation.

### 6.3.3. Stanford certainty factor model [10]

If we have a hypothesis $h$ based on an evidence $e$, then from some simple assumptions of certainty theory we may define "measure of belief (MB)" and "measure of disbelief (MD)". We write:

- $\text{MB}(h | e)$, the measure of belief of a hypothesis $h$ based on an evidence $e$, and
- $\text{MD}(h | e)$, the measure of disbelief of a hypothesis $h$ on an evidence $e$.

Now,

- While $\text{MD}(h | e) = 0$, $1 > \text{MB}(h | e) > 0$, or
- While $\text{MB}(h | e) = 0$, $1 > \text{MD}(h | e) > 0$.

We combine $\text{MB}(h | e)$ and $\text{MD}(h | e)$ to get the certainty factor as

$$\text{CF}(h | e) = \text{MB}(h | e) - \text{MD}(h | e).$$

As the certainty factor (CF) approaches 1, the evidence(e) is stronger for a hypothesis(h); as CF approaches -1, the confidence against the hypothesis gets stronger; and CF around 0 indicates that there is little evidence either for or against the hypothesis.
In a production system, different certainty factors are attached to every premise. These certainty factors are combined to get the overall certainty of the inference as follows. If \( p_1 \) and \( p_2 \) are two premises of an inference, then the combined certainty factors are:

\[
\begin{align*}
\text{CF}(p_1 \text{ and } p_2) &= \min(\text{CF}(p_1), \text{CF}(p_2)), \quad \text{and} \\
\text{CF}(p_1 \text{ or } p_2) &= \max(\text{CF}(p_1), \text{CF}(p_2)).
\end{align*}
\]

One more measure is required, i.e., how to combine multiple CFs when two or more rules support the same result \( R \). Here, CF - theory uses the analogy of the probability theory procedure of multiplying the probability measures to combine independent evidence. By using this rule repeatedly one can combine the results of any number of rules that are used for determining result \( R \). Suppose \( \text{CF}(R_1) \) is the present certainty factor associated with result \( R \), and a previously unused rule produces result \( R \) (again) with \( \text{CF}(R_2) \); then the new CF of \( R \) is calculated by:

\[
\begin{align*}
\text{CF}(R_1) + \text{CF}(R_2) - \text{CF}(R_1) \times \text{CF}(R_2) & \quad \text{when } \text{CF}(R_1) \text{ and } \text{CF}(R_2) \text{ are +ve} \\
\text{CF}(R_1) + \text{CF}(R_2) + \text{CF}(R_1) \times \text{CF}(R_2) & \quad \text{when } \text{CF}(R_1) \text{ and } \text{CF}(R_2) \text{ are -ve} \\
\frac{\text{CF}(R_1) + \text{CF}(R_2)}{1 - \min(|\text{CF}(R_1)|,|\text{CF}(R_2)|)} & \quad \text{otherwise}
\end{align*}
\]

where \(|X|\) is the absolute value of \( X \).

The combined certainty factor (CF) of the premises obtained from the above combining rules is multiplied by the originally assumed CF of the inference to get the new CF of the inference. This approach can deal with uncertainty only.

**6.3.4. Fuzzy set theory [11]**

This approach has been used in a commercially notable expert system REVEAL from ICL [12] which is essentially a decision support system. A number of commercial knowledge based shells have also incorporated fuzzy reasoning [13-17]. As a matter of fact, fuzzy logic has previously been used successfully in a number of knowledge based systems and the trend is good enough [18-20].

The concept of fuzzy set and fuzzy logic were introduced by Zadeh [11]. His intention of introducing this fuzzy set theory was to deal with problems involving knowledge expressed in vague, linguistic terms. Classically, a set is defined by its members. An object may be either a member or a non-member: the characteristic
of traditional (crisp) set. The connected logical proposition may also be true or untrue. This concept of crisp set may be extended to fuzzy set with the introduction of the idea of partial truth. Any object may be a member of a set 'to some degree'; and a logical proposition may hold true 'to some degree'. Often, we communicate with other peoples by making qualitative statements, some of which are vague because we simply do not have the precise datum at our disposal e.g., a person is tall (we have no exact numerical value at that moment) or because the datum is not measurable in any scale e.g., a beautiful girl (for beautiful, no metric exists). Here, tall and beautiful are fuzzy sets. So, fuzzy concepts are one of the important channels by which we mediate and exchange information, ideas and understanding between ourselves. Fuzzy set theory offers a precise mathematical form to describe such fuzzy terms such as tall, small, rather tall, very tall, etc. in the form of fuzzy sets of a linguistic variable such as height.

6.3.5. Non-monotonic reasoning

Most of the available knowledge-based consultation systems / expert systems and different ES-shells use monotonic reasoning as their inference strategies which essentially assumes that axioms do not change and conclusions drawn from them remain true. In contrast to monotonic reasoning, non-monotonic reasoning (NMR) proceeds with its reasoning as if the assumptions are true with their possible inexactness in the information. With its reasoning it reaches a conclusion. If one finds the conclusion absurd, it is demanding at this stage to change an assumption and / or to change the associated (un)certainty values. NMR may be considered as an important feature of human problem solving and commonsense reasoning.

The information collected by the field observers / managers are subjective sometimes. To deal with this subjective information, a kind of inexactness, NMR will be useful. NMR is also important and advantageous in connection with modifiability. We expect it useful to incorporate in our system as one of the measures of inexactness in information.

6.3.6. Case-based approach

As a method of building intelligent reasoning systems, case-based reasoning has appeal because it seems relatively simple and natural. Though it is hard to get experts to tell you all the knowledge they use to solve problems, it is easy to get them to recount their war stories. In fact, several people building expert systems that know how to reason using cases have found it easier to build case-based expert systems than traditional ones [21-23].
A big problem in reasoning in expert domains is the high degree of uncertainty and incompleteness of the knowledge involved. Case-based reasoning addresses those problems by having the reasoner rely on what has worked in the past. Case-based systems also provide efficiency. While we find first-principles problem-solving systems spending large amount of time solving their problems from search, case-based systems have been found to be several orders of magnitude faster [24,25].

6.4. Suitability analysis

Let us now investigate the suitability of the above method(s) of handling inexactness in information which seem(s) to be most sympathetic to the problem domain at our hand.

6.4.1. Bayesian probability theory

This approach works with two major assumptions: (1) All the statistical data on the relationships of the evidence with the various hypothesis are known in advance of processing starts; (2) All relationships between evidence and hypothesis are independent. Despite the commercial success of PROSPECTOR, the wide applicability of this approach is restricted and sometimes infeasible in some problem domain [2]. These assumptions are the bottlenecks of using this technique for a problem domain of diagnostic nature of insect pest and disease management in tea. In such diagnostic problem domain, it is very difficult for the domain experts to collect or estimate all prior conditional and joint probabilities. This seems to contradict the reasons of using an expert systems framework when and / or where the complete logic may not be known in advance.

For the medical domain, the assumption of independence of relationships between evidence and hypothesis cannot really be justified. The last problem arises in connection with modifiability, a desirable feature of an ES, of knowledge base. The knowledge base may have to be changed or updated due to different reasons. Particularly, when complete and sound knowledge may not be available in advance, a fact for the present domain, existing system should easily and quickly incorporate the required changes. In this situation, there is the need to rebuild all probability relationships which seems to be a cumbersome task. Considering all these factors, we find hardly any good reason to use this technique for the present problem domain at our hand.

6.4.2. Dempster / Shafer theory of evidence

This approach recognizes the distinction between uncertainty and ignorance by creating 'belief functions' - measurements of the degree of belief. The theory allows the decomposition of a set of evidence into separate, unrelated set of evidence. It allows
us to use our knowledge to bound the assignment of probabilities to events without having to come up with exact probabilities when these may be unavailable; the situation where DS method may be a good candidate for applications like the integration of data from multiple radar sensors [26, 27]. It is concluded by O'Neill [1] that DS theory may be considered as a promising candidate for managing inexactness, as it includes PROSPECTOR's Bayesian belief functions and MYCIN's certainty factors as special cases. It also is based on a more mathematical foundation than either PROSPECTOR or MYCIN. However, we find to date, no notable expert system in the market using this model except some research applications [28]. The reason may be due to its involvement of so many numerical computations reducing the speed of inferencing and in the case of long inference chain the structure of the resulting belief functions would be very complex. One may expect its use where the length of inference chain is of low or moderate size. Some studies are reported to reduce the computational complexity of the method using local computation technique for computing belief functions [29-30] and using some optimizing techniques [31]. However, the ways and means of using a simplification scheme seems to depend on case specific algorithms which deserves more scrutiny and thereby restricting its general use. We find no such commercially successful ES or ES-shell using this particular model. The above observations advice us, at present, not to use the technique for our present problem domain.

6.4.3. Stanford certainty factor model

This is a heuristic approach to the management of uncertainty. It is criticized as an ad-hoc technique. In particular, criticism from Adams may be considered worthwhile. Adams [32] concludes that the empirical success of MYCIN may be due to the fact that the chains of reasoning are short and the hypothesis involved are simple; this ideal situation may not be true for a complex system. Nevertheless, CF calculus finds its foundation among the expert system / expert system shell designers for its simplicity of use. The commercial success of MYCIN, EMYCIN, S.1, LEVEL5 etc. encourages people to use this technique for handling uncertainty. We do expect it useful for our problem domain to handle inexact information of uncertain nature.

6.4.4. Fuzzy set theory

In about 30 years of its existence, fuzzy set theory has been used in many areas including engineering, business, mathematics, psychology, management, semiology, medicine, image processing and pattern recognition. It may be fair to state that it has been used at length in control applications. In Japan alone, it has been reported, 2000 patents have been issued [33]. However, its applicability and usefulness are increasing interestingly in other fields as well [18-20]. In agriculture, the use of fuzzy logic is seldom reported in developing knowledge based systems. In connection with
the management of inexact information in expert systems, the conventional approaches fail in four important respects [34]:

- They assume that the probabilities can be estimated as crisp numbers;
- They do not provide the means for dealing with the fuzziness of antecedents and consequents;
- They do not offer a mechanism for inference from rules in which the qualifying probabilities are fuzzy;
- The rules for composition of probabilities depend on unsupported assumptions about some conditional independence.

Fuzzy logic addresses some, but not all, of these problems. More specifically, fuzzy logic allows the antecedents and / or consequents and / or qualifying probabilities to be fuzzy. Furthermore, fuzzy logic makes it possible to estimate probabilities as fuzzy rather than crisp number.

Fuzzy set theory has done quite well as a formal mathematical system. Whether its theorems are interesting is a subjective opinion among mathematicians, but a large body of mathematical work exists. Where more work needs to be done is in establishing that fuzzy set theory actually captures something real in applicative fields and can make a pragmatic difference, for the right reasons [35].

Although, it might be tempting to use the technique as a measure of fuzzy concepts associated with the problem domain, but, however, this aspect has not been considered in the present work. This has been left for further work in this discipline.

6.4.5. Non-monotonic reasoning

The information supplied by the field workers / managers are subjective sometimes. To deal with this subjective reply, a kind of inexactness, NMR will be useful. NMR is also important and advantageous in connection with portability and modifiability. We expect it useful to incorporate in our system as one of the measures of inexactness in information.

6.4.6. Case-based approach

A big problem in reasoning in expert domains is the high degree of uncertainty and incompleteness of the knowledge involved. Case-based reasoning addresses those problems with reliance on what has worked in the past. This work proposes one such model of case-based learning helps developing more reliable expert systems. These issues have been considered in chapter 10 and 11.
6.5. Conclusions and discussions

There are situations in real life where one has to reason with vague, insufficient, imprecise information to come to a rational decision. Any software / software tool developed for assisting peoples in their decision making needs to take into account the inexact nature of information. In this chapter, we have identified the potential sources and nature of inexactness in information in context to the present problem domain. We have also discussed different common approaches for managing inexactness in expert systems. There has been an attempt to analyse the relative suitability of those methods considering the tea gardens domain. In this thesis, we have confined ourselves in considering certainty factor model for managing inexactness. Also there has been an attempt to develop a case-based learning system leading to reduce uncertainty associated with an application domain. The future trend of expert system / expert system shell may probably emphasize more on the capability in handling both exact and inexact reasoning.
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