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7.0 Iatsedustion

It 10 desirved that transmission system should be able
9 transnit elostriec mergy eectonically and reliatly from
gsneration eentres % all load omtres at a generally acesptable
voltage level. This nesessiates the study of the load flew in a
pover systen to doteraine ateady operating states, Nesults of
the load flov amlysis are used for stability analysis and for
power system planning,cperation and eontrol. A large masber of
mnerical algorithme have been developed over the last 585 years.
™o nost of the algoritims are variations of two mamerieal
toshnique sueh as (1) Ganss-Seidel method and (11) Newton
Mphson nethod. The presmnt offort is an exposure of the
Gauss~dsidel method under different bus gonditions with eptimal
ondering of uses Wy Oynmmie programming algeritime ™he
algorithas are developed in easily understandable manner and
Allastrated on IREE 14 bus system.
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7.1 Wi Type

Pover dystem Buses are characterised as follows.

(1) Pe @ Bus ¢ AP« QIus i3 one vhere total s power
in esmplex form is speeified. At suech @ p~th bus the eomplex
power is

1 I, = B~ 3q
« (Por Bp) = 3(Qgp= Q1p) (70 2a2)

vhere B =, +J 1) and the subseripts Gp and Lp refer
%o the gensration and load respectively at the p-th bus,

1) P~ ¥V Bas 5 AP~ Vius is one whera real power P, 1is

spesified and the voltage magnitunde is maintained at a ecnstant
value, At sueh a s the charasteristies are

e /‘x' /7 P P 7.1.8)
= - [
l a‘v_/ o = P
vith -
/ /7 ('u’)% ?.1.3)
- 0 de 3
L g o % ‘

(11) Sving Bus or &aek Bus 1 Swing Bus or Slagk Bus 1s &
Jas vhere the eomplex voltage is specified. The conespt of a
sving s 1is necessary beesuse in the system the losses are

a0t known in advance, and hence it i3 not possible to fix
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injected real power at all the buses. It is the standand
prastice to designate one of the voltage contrelled uses
having the largest generation as the sying tus. AS this s
the complex power is not speeified and 1s caleulated o the
end yhen the losd flow ealeulations are eonverged. The phase
angle at the sving dus is spegified and is Staken as sewo.
Hence the sving tus is considered as the reference Wms.

7.8 Power tom tien

Bus frame of referenge of the 1line paremeters ina
the admittange form has gained videspread appliensieon dessuse
of the simplicity of data preparation and the ease with whieh
the ms adaittance satrix caa be formulated and modified for
any sulsequent network changes. The method using the s
sdni ttance matrix remains the most ecencmisal frem the point
of view of computer time and memory requirements, The salutions
of the aljebrale equations deseriding the load flev process
are based on iterative tesinique tecanse of the non-linearity
in the power esquations. The present investigation deals with
the Ganss-Seldel iterative technigue using Y bms and
optimally ordered nodes bty Dynamis programming algerithm.

e network equation is written as

) 4 »a - Xm 'w‘ ‘70 8 1’
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X Ms ineludes line admittanse and the effeets of shunt
elements to ground such as static eapaciters and reastors,
1ine sharging, shunt slements of tramsforser eqguivalents,

Algoritims for caleulation of Ygyy 4&s stated
below 3

(1) Road bus eode p - q s lwpedanees 35, ,1ime
) gt
eharging 7'““, transforner tap 'a’ §

(8 ) Gtain reeiproenl of transmission line fapedanes s

e
% get admi ttange 7"0
(3) Obtain total line charging and shunt sspasiter at
eagh bas
(&) Obtain self adnittance at bue p as
n
Yop = 2 5q
qud
- ’P"”’. * e *,’. (7.8.R)

end sutual admittance from p to q as

e ® ~ ¥y
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(s ) When the ofS-neminal turns ratio 'a’ is represented
at s p for a transformer eonnesting p and q, the
Self admittanee at us » s

Tppn 7y3* Tpg* ot y’v 'Nn* [ }(-" 1) (7.2.3)

The mutusl adnittance from p %o q 1is

t 4
x" " - ‘.‘!&0 w.&‘)

/

and self admittanse at s q is

4
!“ - ’u 3 Poeet y /"Qoo"’“" d e -; )’"
- ’“ n"’“ see ”“ (7.2,.8)

7.3 Agorithas for (ptinal Crdering

Non sero pattern of the tus adunittanee matrix is
prepared as

I’!‘,!ll ”!“-1
OTHRRV1ER !“-o

A sisple 1llustration for preparagien of non sere pattern of
s adnittense matrix is given as below.
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Cemsider a 14 nodes network of IEER 14 BUS system,
Computational efficieney of lead fiow analysis depends on the
order in yhiech the Gaussian elimination is performed on
sparse matrices and total mumber of nev Noa 3070 slements are
gonerated in oourse of elimination. It 1s observed that the
somputational efficieney is greatly improved if the nodes ave
oxdered in an cptimal way.

The prineiple of solution of sparsity oriented nede
oxrdering prohlem oan be stated as follows.

An initial seguent of an cptimal omering is a prow
of nodes of ¢ network whieh has the preperty that their
eptimally axdered elimination of the remaining nofes in o
Betwork eonstitutes an optimally ordered elimination of all
the nodes in o netwerk.

The prineiple of optimslity as stated adove is
$hlied to the predlem of optimal oxdering of sparsity eriented
nodes in pover eystem networke. This eptimisation predlem is
Sclved in an iterative proesdure by Dyammie Pregramming
algoritim following an optinum decision polieye The objestive
of the aparsity oriented optinum ordering of nodes is to
deternine the best possible way of perforaming Gaiiesian
eliminaticn, so that the amount of £1ll in or the valeney
of the elimingtion is mininum § the valeney of a node is the
amber of nev poths added among the remaining set of nodes a8
a result of eliminatica of the node and the valensy of an
oxdoring is the total number of nev paths generated in the
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proeess of performing the node sliminatien in the ender
specified.

The odjective funstion for optimal ordering is
Stated as

/ 7 / 7
Mintaise J/ ulk) /= ) £/ x(k)ulk) / (7230 1)

vhere

k ¢ stage variable. Indicates the atep of the
elinination algoritim.

x{k) 1 itate variable, Nede to be eliminated at stage k.

u(k) ; Decision variable. Pointer indieating vhich nede
z(k) 1s to be eliminated at stage k.

/ 7
£/ / 3 Valeney of mode x(k)
A «

A $5 the total nmber of nodes %o o elininated, T™he state and
degcision variables are related bWy the state equation,

2(k+1)e 2{(k)+ual(k) (7:3.8)
vith

2(k )E X(k ) = {‘ /im 1""00' I} (7:3.3)
(k)= x(1) for 1 = 1483000y (Red) (7:3.4)

u(k)< U(k) l%/‘ st dy £ 8000y ¢ (n- ;’} (7.3:.8)
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™he prodlem of eptinisation is formulated o
follows

Given the state equation (7.3,8) and the gonstraints
(7.2.3); (7.3.4) and (7,3.8), find the ecutrol sequence u (1),
a(R)yseey uin) that minisizes the chjective funetion (7.3.1).
The optisization problem is sclved by dynamie programming
algoritim,

he soaputational precedure is izplemented as
follows

Initially at stage 1, the valensy of sash node is
essloulated and stored in the first column of a 08t matrix §
sores are stored in the first solumn of a correspending deeision
or eontrol satrix. Then starting with node 1 of stage 8,
the valeney af every ordering sequenes sonsting of & node at
stage 1 and node 1 of atage 8 1is evaluated, The ordering
sequense vith minimum valeney 45 ket by storing the valeney
in sombined elimtnation of ryowv 1 column 8 of the eo8t matrix,

At the corresponding loeation of the desision matrix
s eatrel value is stored videh traces backwerds from mode 1
%o the sslected node at stage l. This process 1s repeated for
the all the nodes in stage 8. Similarly the process deserided
Just above is repeated £or 3,4ye0.y) (B 1), and n stages.
in the B« th stage the smallest valus in the cost matrix is
abtained at the J§ - th node, the j - th node 1s the last nede
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in opsimal cpdering seguense. The other nodes in the cptimal
ewdering ean be obtained regursively with the help of
degision matrix.

7.4 an Illustrative Emasple

Consider the exmpls as stated above. The non sere
pattern of the matriz is shown in Table 7e4ed. At stage 1,
the valensy 1s stored in the first column of the ecst matrix,
Table 7.4:2 and the control % = 0 i3 stored in column 1 of
the deeision matrix, Table 7.4.3 . After completion of all
the stages the cost matrix, the decision matrix and the
sequenee of nodes elininated are shown in Tables 7,48, 7ed.3,
7.4.4 Fon seve pattern of the uncrdered and ordered mses
are shows in Tadle 7. 4.5 and 7,4.8 respectively.

Reordering of tuses

After the eptimal ordering of the buses is kmown the
s adnittance matrix is recrdered and the nodes are alse
reordered.
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TABLE Teded

le O« PATTERN OF BUS ADMITTANCE RATRIX OF

IRRE 14 BUS SX3THM
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TABLR 7.4.8

DIFVRRENT STAGRS OF COST MATRIX

Stages/sl 1 ig i3 i
er/iadntalaed

i i7218 1 TV X
nfovioltimlu;nlu 4

0 .
P
3 0 ¢ 0 0 0 ¢ 1 x =2 X2 XL = = =
i3
e
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TABLR 7.4.3

DIFFERENT STAGRS OF DRCISION NMATRIX

m}xinxuc;aunnxzomgninux’u
m X 1 x ¥ X ¥ I I I vx

g e e e S i g g s X g g AT g g™ i P . = v g~ A g e | e b g v s gy s

8 ¢ 72 7 ¢ 3 x x x x x ®* X x X
9 o 8 88 8 8 7 7 7 85 8 4 3 -1 =x
a0 o ®» % 9 9 8 8 8 ¢ 6 5 4 1 =x
2% | ©Q 0 20 0 0 9% 9 9 7?7 7 ¢ s & .1
i8 0 M 4 44 U W 8 x xz x x x =2 2
i3 6 1 1 1 1MW U ® x x x = =2 =x
a4 O 13 13 13 13 18 18 18 W0 W ¢ x x =
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TABLE 7.4.4
DI PFERENT STAGRS OF NODR ELININATION

1 3.1 %1 %731 x
2 1.8 30 3 1-8-8 W XK ]
3 1.3 %3 719 e%i183
4 3-4 *k4e >0 %siq
8 1.8 >18 > 18- 0805
¢ -6 3 18-6 3 1-15-8 81 18-6
7 8.7 »8-7 187 >b887
8 1-8 48 198 $5»95-5-8
9 1.8 (% X %9 *%3i0
1.0 1 10 8% 10 ESXSRT
u  1-u +U &7kl &%tll
3 1.8 3118 %118 =23l
i3 i8-13 3 i3-13 1 13-13 &%l 1813
SV

114 >4 &%t 14 &h3iis
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TABLE 7.4.4 (Continwed)

6 ? . s |

eyt p— e e ———— s

b x x =

2  %ii-38 8% 1 18-13- 38 x

3 7413133 x x

4 %314 8% de 18- 98- 4 SRiniS1d02 4

§ 73188 %iil30-8 =Rlitnlds8-6

6 87%1is-36 &% if38-6 8% i 1815526
48267 x x

8 x x 4

9 823,89 8%l 1809 8% b 18-13- 3-8 9
8% 3 18- 10 8%li810 8%i-12153.8-20
%3 1-8-11 8%lifsll SRliS15-58.11
RESRS 3 873 Jr8-4-18 x
8% i 12-3- 13 8%llfe8ell SRNliBBild
873 la814 8%1ifld SRiiSI1nSl4

Y T ~T
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TABLE 7.4.4 (Contimed)

———

———— d w -
o ega et ———————————— — - e rman e ———
b 8 X X

8 x

3 x x

4 8 Pdr 8l 8-8-4 x

s &%iiily 848 8 PinlileldShetldb
6 8% dn 18219 8- 4-6 8 dnife i 28B4 6
? x =

8 x x

9 8Pl ifeld 5849 $%ii1813-30.8-4.9
10 Gl i1 8. 4. 10 isiild386-4-10
U $2rBisstell SRLI1SIEell
i8 x x

13 x x

14

LRSIt SRLiSiSREeld

DA
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TABLE 744 (Continmed)

RN AR R N

e i——
P e ey

»

o & N o o

£ & & £ &

1

SRR ORISR

i8

W Sy oo o st 4 S TR R Ao SR AR s SN S I a0 TN O P e

Tl 13 30-414-8-8

x
7l i1S 58.4-14-5-9
8u e 1o 18+ 13- 3o 80 4- 14- 5- 20
P ldriBelid 386 4611
X

8o P dn 18- 13- 3 8- 8- 4 10- 14

R

&7l 1819884 14-5-0.6

b 4
B Rl 18- 180 3o Be 4o 140 8-6- 9
8T dn 18- 13 3o 80 & 14 5-6- 20
8Tl 182 13 o8 4 140 6= 6- 1)
x
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TABLRE 7.4, 4 (Contimmed)

 § x x
s z b
3 x x
4 x
8 x x
L x x
1 4 x
s x | x
 +%LI1538.4145.6-10-9 x
¥ L%018.183041606600 L2LI1I1320.4145.6--11.20
¥ 8Pl 1819 3-8- 4 14-5-6-5- 11 8%l dfie 18 3o Bn go 14+ 5060 20- 11
n x |
i3 = x
" x
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TARLE 7.4:.8

UNCRDERRD BUSRS

A =z x =

8 = = S

3 T = X

4 X X x =x | X

8§ x =z X X X

¢ x = X X x
? X x =

o
N
N
|
N
n

0 X =z =

a4 T =

s x X =
i3 = x =
P x T x
— e ———————————
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TABLE 7.4.8
OPTINALIX ORDERRD NUSRS

.}, u}ﬂu.}. .h.{ ¥3.h ’z u

7 = x x |
i x z = =

8 = =
i3 x = = x

3 T = x

4 = zr x = =x =

4 x

s x T = x

¢ x = x =
® X = T =
0 2 x =
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7.8 &Solution M“

A bus vith largest generation is assumed a8 a
“slagk WS or any other bus as speeified. The selution of the
load flow probdlem is initialised assuming voltages fer all
buses except the slask bus. At the slack s veltage is
speeified. The currents are caleulated for all Wses emespt
the alask dus s from the bus loading equation

( Pop = Pup )= 3 {Qgp 91p

x’ » oo
5
Pm 1y8s0eep (7.8.1)
P
and
Is Ig) Xgg coc Yp b
: = : .’ “.'O.)
H 9 g oo ¥ :
'z
L*d L J L=

a
Iop By + 2 !n l‘ -!’ (7:.8.3)
qud



167

Henoe

7 P = 18jeeep 0 (7.8.4)

- n
l....l.../x,.z Yo By /
P L VU s

Ipp -1
QP

The equation (7,6.4) involves only the bus veltages
as variables. e correspondiing voltage eguations are non-linear
in ferm and require iterative technigues for their selution.

i
Lot Lp = «ceee) the equation (7.8.4) can be written o

Ly
Ml )= § (g 1) < 7
sk / .p e -~-p.¢ - 3 /
B =l . 2 b 0 .«
= 1
L ol
coo (748.8)
n
Kkp o
..;..- - 2 ‘!5’"‘ Pm 1,80y (7.8.6)
Y qe 1 pwhs
L
vhere

/ 7
Kkp = / (PP )ed (Qee il )/ by
l @& Ly ® ‘b /

is known as the bus parameters
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and a

n,‘ » Lp 2 !" is the line parameters.
qul
"y

If the lus p is a voltage oentrolled bus Kip 48 t0 Mo
Tesonputed for every iteration.

7.6 Wltage Oontrelled Buses

In Ganss-3eidel method with Ypusz the reactive
power at a Yoltage contrelled tuis p must be enleulated before
ealoulating the voltage at that bus. deparating the real and
imaginary parts of the bus power eguation

n
"b"" ?-J(Q.,o Up )=lp. z Ipq Bq ¢ the resstive
el

s pover

n
| 8
qc-‘P-QLP..’ "’ * l’,l’, * Z {-t" ‘q s‘ * “"‘)
q=1
P veq

- .p‘ f‘ G" - Cq "Q ’} (7.6.2)
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vhere
L TR TREL TR

0:, * t,' - % Bp ( seheduled ) ﬁ (7.6.2)

In exder %o cslounlate the reastive bdus power needed to give the
secheduled bus voltage, the equation (7:6.1) must be satisfied,
The present estinate of o} and £ must be sdjusted aeeerdingly.
e phase angle of the astimated bus voltage is

k

£
¢ = aretan 2o, e ajusted sstimte of ¢ amt 1,

» %

k

are Q:(m)- o sechednled ¢os s,
k Sk

g, (nev ) = Rp seheduled sin »

where superfix k is the iteration esount in Ganss-Seidel method.
dudstituting c: (now) and !:(m) in equation (7.6.1) the

rengiive pover Q: is obtained and is used with ¢ (new) fer

ealeulating the mev voltage sstimate B, '

If the calewlaué Q) exeords the G ey then
G tagz) 15 00nsidered as the Tesstive pover of the Wa § i Q)
10 1006 than @) uin) MR Q) 1n) 18 considered as the
Peacgtive pover of the s, and the bus is considered as P - Q.
The W4 parameter Kip 4is recomputed.
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Then the equation (7.5.6) 1s selved by Ganss-Seidel

Sterative mothod. In this method the nev eslealated B3

fanediately replaces l: and is used in solution of the

subsegent equations.

7.7 Line Nevw &m
After the voltages of the duses are ecuverged to a
solution iteratively, the line flows are deternined as

vhere Trg 18 the line admittanee
7,," is the total line charging admittanes.

The reversed pover flovw is
» L
r’.mw - B (B - By )y“-t!.l,y;v.

he slack s power ean be determined by summing the flows on
the lines terminating at the slaek Mus.
Tolerance test wvas made to0 aghieve convergenes as

B . s

The ealoulation vill be terminated vhen Al.kﬂ' 1s a
predeternined small valwe - .
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, 20 ashieve quicker sonvergense the veltage is
aceslerated as

l:’; - l: . oCAI:ﬂ
where < 1is a predetermined value swpirieally odtained in
the neighbourhood of 4.6.
A coamplete flov ehart for Gauss-ideidel lead Mow
Adalysis with optimally ordered nodes 1s show in Fige7:7 .
Ano ther method of sub-optimal erdering is alse
ingluded in the illustration. This technigue states that
*This scheme partly simulates the Ganss
eslimination proeess and requirves that at eash step of
fov - colwmn elimination, the node with least mmber
of off-diagonal terms be eliminated next. If meve
than one rov - column meets this eriterion, selest
any one."

he above scheme of sub-optimal exdering is kneowm
as Tinney's seeond scheme. Computation time for this sshene
1s less than that of optimatimal ordering by dynsaie
programaing.
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7.8 Illustration

IEER 14 bus system is considered for the load
fiov analysis. Sub-eptimal bus ordering acsording %o Timmey's
Sesond dchene was obtained as 1,3,8,8,7,18,4,5,10,11,6,9,
i3)i4 and the valengy of ordering was 8.

Gptimal s ordering asccording to Dymaaie
Programning algorithm vas obtained as 8,7,1,18,1593,8,4914,8,
€;9,14,10 and the valensy of ordering wvas 4. Pr a toleranes
dinit of 0.0 the mn-ngnxju flov caloWlation
eonverged after 14 iteration o Fige 7:8.1 shows the
IREE 14 BUS system and the Tahle 7.8.1 shows the deseription
of the IREE 24 U3 system. The software developed in BASIC
language is given the Appendix as AS.1, AB.B and AS. 3.
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TABLE 7.8.1

DESCIIPTION OF THR IKES 14 BUS MYSTIN

BUS DATA
T T Generatten [ lesd B
- Tl o
b § 238. 4 «l8.9 0.0 0,0
2 .0 PYPREEEE W BT
3 0.0 234 S48 180
4 0.0 0.0 47.8 39
s 0.0 0.0 7.6 1.6
. 0.0 2 1L8 7.8
7 0.0 0.0 0.0 0.0
8 0.0 17. 4 0.0 0.0
9 0,0 0,0 29. 8 16. &

10 0.0 . 0,0 90 5.8
u 0.0 0.0 3.6 1.6
18 0.0 0.0 6.1 1.8
13 0.0 0.0 18 8.8
i4 0.0 0.0 a9 8.0

a
|
|
i



Bo. ; Muses
1 s

I ¥

3 =4

4 ¥ 2

s 28

6 34

7 &8

8 5-6

&7

0 %8
L e
TR X

13 w0
u eu
5 e
1 e
17 14
1B wu
1 1.1
20

0, 06701
0. 01336
0.0
6.0
0.0
0.0
0.0
0. 03181
0. 09498
0. 12891
0. 08088
0. 18711
0. 08808
0.82098
0. 17093

0. 17e
0. 82304
0. 17388
0. 17103
0. 04211
0. 36808
0. 80918
0. 17615
0.58618
0. 11001
0. 08450
0. 19890
0.25881
0. 13087
0. 27038
O. 19807
0. 19988
0. 34308

Y Half line eharging
| suseep tanet per Unit

0. 0BS40
0, OB290
0. 01870
0. 08480
0. 01700
0. 01730
0. 0064
0.0

0,0

0.0

G.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0
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TRANGPORMER DATA

Trans forner g lomu Buses i Twp Setting

i 4- 7 0. 978
2 | 4- 8 0. 989
3 -6 0. 938

—— RN

SUUNT CAPACITOR DATA

NSRRI

Bas Buaber ; 1‘ Suseep tanes per Unit
9 8. 190

- — e o

| I T Resstive pover 1imite
pober § ea!”‘ per }E Maim ] Meriem

A VSNAGAS A AU S G5 TPy sl ol T B A e o S ue S0, - - - Ll

2 1,048 - 4.0 50,0
3 1.010 0.0 40,0
¢ .00 - 60 24.0

e 1. 090 - 6.0 24.0




